A novel coupled complex boundary method for inverse source problems
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Abstract. In this paper, we consider an inverse source problem for elliptic partial differential equations with Dirichlet and Neumann boundary data. The unknown source term is to be determined by additional boundary conditions. Unlike the existing methods found in the literature, which usually use some of the boundary conditions to form a boundary value problem for the elliptic partial differential equation and the remaining boundary conditions in the objective functional for optimization to determine the source term, we propose a novel method with coupled complex boundary condition. We use a complex elliptic partial differential equation with a Robin boundary condition coupling the Dirichlet and Neumann boundary data, and optimize with respect to the imaginary part of the solution in the domain to determine the source term. Then, based on the complex boundary value problem, Tikhonov regularization is used for a stable approximate source function and the finite element method is used for discretization. Theoretical analysis is given for both the continuous and discrete models. Several numerical examples are provided to show the usefulness of the proposed coupled complex boundary method.

1. Introduction

Let $\Omega \subset \mathbb{R}^d$ ($d \leq 3$: space dimension) be an open bounded set with boundary $\partial \Omega$, and $L$ be a real linear elliptic differential operator between two Banach spaces. The goal of this paper is to investigate the inverse source problem involving the following equation

$$Lu = p \text{ in } \Omega.$$  (1)

Such a problem arises in optical molecular imaging which is currently undergoing a rapid development, see e.g. [20] and references therein for detail. The equation (1) also arises
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in other applications, such as inverse gravimetry [24], steady heat conduction problems [28, 30], and so on.

The inverse source problem associated with the equation (1) is to identify the right side \( p \) in \( \Omega \) from additional data on the boundary \( \partial \Omega \). It is well known that a general source could not be determined uniquely by the boundary measurements, see [23] for a detailed discussion of the theoretical aspects of this problem. From the point of view of mathematics, inverse source problems are under-determined because the boundary \( \partial \Omega \) is one dimension lower than the inner domain \( \Omega \). Therefore, they are generally ill-posed, i.e. the existence, uniqueness and stability of the solutions are not always guaranteed [18]. This makes solving the problems directly intractable. In the literature, two kinds of strategies are often adopted for obtaining proper approximate solutions. The first one is to provide as much a priori knowledge as possible about the source item \( p \). The a priori information may include permissible regions, some prescribed forms, stronger smoothness assumptions, etc. The famous example in this group is conditional stability, where the source function is sought in a more smooth set [8, 24]. Another widely used strategy for overcoming the ill-posedness is regularization. The regularization methods include Truncated Singular Value Decomposition (TSVD) [24, 26], iterative regularization [3, 5, 11, 26], Tikhonov regularization [5, 6, 11, 12, 24, 26, 33], and so on.

In this paper, we consider using Tikhonov regularization to obtain a stable approximate solution for the inverse source problem associated with the equation (1). For simplicity and clarity of statements, let \( L = -\Delta + I \) with \( I \) being identical operator. We note that the method developed in our paper can also be applied to more general real linear elliptic differential operators \( L \). For definiteness, in this work, we consider the following inverse source problem.\[ \textbf{Inverse source problem.} \] Given \( g_1 \) and \( g_2 \) on \( \Gamma \), find \( p \) so that the solution of the boundary value problem (BVP)

\[
\begin{cases}
-\Delta u + u = p\chi_{\Omega_0} & \text{in } \Omega, \\
\frac{\partial u}{\partial n} = g_2 & \text{on } \Gamma
\end{cases}
\]

(2)

satisfies

\[ u = g_1 \quad \text{on } \Gamma. \]

Here \( \Gamma = \partial \Omega \); \( \partial / \partial n \) stands for the outward normal derivative; \( \Omega_0 \) is known as a permissible region about the source function, and \( \chi_{\Omega_0} \) is the characteristic function of \( \Omega_0 \), i.e., its value is 1 in \( \Omega_0 \) and 0 outside \( \Omega_0 \).

We note that the inverse source problem (2)–(3) has been studied extensively through Tikhonov methods in the field of bioluminescence tomography, see e.g. [7, 14, 20, 21, 29, 31, 34] and references therein. With the Tikhonov regularization, the original inverse source problem (2)–(3) is converted to the following minimization problem:

\[
p_\varepsilon = \arg \min_{p \in Q_{ad}} \frac{1}{2} \| u(p) - g_1 \|^2_{0, \Gamma} + \frac{\varepsilon}{2} \| p \|^2_{0, \Omega_0},
\]

(4)
where $Q_{ad}$ is an admissible set, incorporating a priori information about the source function $p$; for each $p$, $u(p)$ is a weak solution of the BVP (2) in the Sobolev space $H^1(\Omega)$. Under some assumptions, Problem (4) admits a unique stable solution $p_\varepsilon$ which converges to $p^*$, a solution of (2)-(3) with minimal $L^2$-norm ([20]). Regularization with other norms are possible, such as $L^1$-norm ([22]), BV-norm ([13]), etc.

On the other hand, in [32], a Kohn-Vogelius type functional [2, 25] is used for data fitting. In general, Kohn-Vogelius functionals are expected to lead to more robust optimization procedures [1]. In this case, one is to find a stable approximate source function through the following optimization problem:

$$p_\varepsilon = \arg\min_{p \in Q_{ad}} \frac{1}{2} \|u_1(p) - u_2(p)\|_{0,\Omega}^2 + \frac{\varepsilon}{2} \|p\|_{0,\Omega_0}^2,$$

where $u_1(p), u_2(p) \in H^1(\Omega)$ are the weak solutions of BVPs

$$\begin{cases}
-\Delta u_1 + u_1 = p\chi_{\Omega_0} & \text{in } \Omega, \\
u_1 = g_1 & \text{on } \Gamma,
\end{cases}$$

and

$$\begin{cases}
-\Delta u_2 + u_2 = p\chi_{\Omega_0} & \text{in } \Omega, \\
\frac{\partial u_2}{\partial n} = g_2 & \text{on } \Gamma,
\end{cases}$$

respectively. Under certain assumptions, Problem (5) admits a unique stable solution $p_\varepsilon$ which converges to $p^*$ ([32]).

As we can see from the statements above, both minimization problems (4) and (5) use the Neumann data $g_2$ and the Dirichlet data $g_1$ sequentially. In this paper, we propose a novel coupled complex boundary method (CCBM) which uses both data $g_1$ and $g_2$ in a single BVP. The idea of CCMB is to couple the Neumann data and Dirichlet data in a Robin boundary condition in such a way that the Neumann data and Dirichlet data are the real part and imaginary part of the Robin boundary condition, respectively. As a result, the data needed to fit is transferred from boundary to interior. Because the BVP is complex, the dimension of the corresponding discrete system increases. Nevertheless, the new method has its own merits and some effective numerical methods could be explored based on our new framework. To the best of our knowledge, in the literature, it is the first time that the idea of the coupled complex boundary condition is explored for solving the inverse source problems.

The paper is organized as follows. A detail statement of CCBM is given in section 2 while some theoretical results about the new regularization framework are reported in section 3. Section 4 is devoted to finite element discretization and corresponding error estimates. In section 5, a simple algorithm is given for practical reconstructions. Several numerical examples are presented in section 6 to demonstrate the feasibility and efficiency of the proposed method. Finally, concluding remarks are given in section 7.
2. A novel coupled complex boundary method

We first introduce notations for function spaces and sets. Assume the boundary \( \Gamma = \partial \Omega \) is Lipchitz continuous. For a set \( G \) (e.g., \( \Omega, \Omega_0 \) or \( \Gamma \)), we denote by \( W^{m,s}(G) \) the standard Sobolev space with norm \( \| \cdot \|_{m,s,G} \), \( W^{0,s}(G) = L^s(G) \). In particular, \( H^m(G) \) represents \( W^{m,2}(G) \) with corresponding inner product \( (\cdot, \cdot)_{m,G} \), \( \| \cdot \|_{m,G} \). Also, let \( H^m(G) \) be the complex version of \( H^m(G) \) with inner product \( (\cdot, \cdot)_{m,G} \) and norm \( ||| \cdot |||_{m,G} \) defined as follows: for any \( u, v \in H^m(G) \), \( (u, v)_{m,G} = (u, \bar{v})_{m,G}, |||v|||_{m,G}^2 = (v, v)_{m,G} \). Set \( V = H^1(\Omega), V = H^1(\Omega), Q = L^2(\Omega), Q = L^2(\Omega) \). We assume \( g_1 \in H^{1/2}(\Gamma), g_2 \in H^{-1/2}(\Gamma), \) and \( Q_{ad} \) is a closed convex subset of \( Q \). Finally, we denote by \( c \) a constant which may have different value at different place.

Consider a complex BVP
\[
\begin{cases}
-\Delta u + u = p\chi_{\Omega_0} \quad \text{in } \Omega, \\
\frac{\partial u}{\partial n} + i u = g_2 + i g_1 \quad \text{on } \Gamma,
\end{cases}
\]
(6)

where \( i = \sqrt{-1} \) is the imaginary unit. Assume \( u = u_1 + i u_2 \in V \) is a weak solution of (6). Then real-value functions \( u_1, u_2 \in V \) satisfy
\[
\begin{cases}
-\Delta u_1 + u_1 = p\chi_{\Omega_0} \quad \text{in } \Omega, \\
\frac{\partial u_1}{\partial n} - u_2 = g_2 \quad \text{on } \Gamma,
\end{cases}
\]
(7)

and
\[
\begin{cases}
-\Delta u_2 + u_2 = 0 \quad \text{in } \Omega, \\
\frac{\partial u_2}{\partial n} + u_1 = g_1 \quad \text{on } \Gamma.
\end{cases}
\]
(8)

If \( u_2 \equiv 0 \) in \( \Omega \), then \( u_2 \equiv 0 \) and \( \frac{\partial u_2}{\partial n} \equiv 0 \) on \( \Gamma \). As a result, from BVPs (7) and (8), \( (u_1, p) \) is a solution of the original problem (2)–(3). Conversely, if \( (u, p) \) is a solution of original problem (2)–(3), then immediately, it satisfies (6).

We conclude from the above discussion that the original inverse source problem is equivalent to the following problem.

**Problem 2.1** Find \( p \in Q_{ad} \) such that
\[
\begin{align*}
u_2 &= 0 \quad \text{in } \Omega, \\
\end{align*}
\]
where \( u = u_1 + i u_2 \) solves
\[
\begin{cases}
-\Delta u + u = p\chi_{\Omega_0} \quad \text{in } \Omega, \\
\frac{\partial u}{\partial n} + i u = g_2 + i g_1 \quad \text{on } \Gamma.
\end{cases}
\]
(9)

Because Problem 2.1 is equivalent to the original inverse source problem, it is ill-posed and regularization is needed for a proper numerical solution. Before regularizing Problem 2.1, we show a well-posedness result about the BVP (9). To this end, for any \( u, v \in V \), define
\[
a(u, v) = \int_{\Omega} (\nabla u \cdot \nabla \bar{v} + u \bar{v}) \, dx + i \int_{\Gamma} u \bar{v} \, ds,
\]
\[
f(v) = \int_{\Omega_0} p \bar{v} \, dx + \int_{\Gamma} g_2 \bar{v} \, ds + i \int_{\Gamma} g_1 \bar{v} \, ds.
\]
Then the weak form of the BVP (9) is:

\[
\text{Find } u \in V \text{ such that } a(u, v) = f(v) \quad \forall v \in V.
\]

**Proposition 2.2** Given \( p \in Q, \ g_1 \in L^2(\Gamma), \ g_2 \in L^{-1/2}(\Gamma), \) the problem (10) admits a unique solution \( u \in V \) which depends continuously on \( p, \ g_1 \) and \( g_2. \) Moreover,

\[
|||u|||_{1,\Omega} \leq c (\|p\|_{0,\Omega_0} + \|g_1\|_{1/2,\Gamma} + \|g_2\|_{-1/2,\Gamma}).
\]

**Proof.** We apply the complex version of Lax-Milgram Lemma [10, p. 376] by showing that the antilinear form \( a(\cdot, \cdot) \) is continuous and elliptic on \( V, \) and the linear form \( f(\cdot) \) is continuous on \( V. \) Ellipticity of \( a(\cdot, \cdot) \) is immediate:

\[
\text{Re} a(v, v) = \int_{\Omega} (|\nabla v_1|^2 + v_2^2 + |\nabla v_2|^2 + v_2^2) = \|||v|||_{1,\Omega}^2, \ v = v_1 + i v_2 \in V, (12)
\]

where \( \text{Re} a(v, v) \) is the real part of \( a(v, v). \) For any \( u = u_1 + i u_2, v = v_1 + i v_2 \in V, \)

\[
|a(u, v)|^2 = \left[ \int_{\Omega} (\nabla u_1 \cdot \nabla v_1 + u_1 v_1 + \nabla u_2 \cdot \nabla v_2 + u_2 v_2) \, dx \right.
\]

\[
\left. + \int_{\Gamma} (u_1 v_2 - u_2 v_1) \, ds \right]^2
\]

\[
+ \left[ \int_{\Omega} (\nabla u_2 \cdot \nabla v_1 + u_2 v_1 - \nabla u_1 \cdot \nabla v_2 - u_1 v_2) \, dx \right.
\]

\[
\left. + \int_{\Gamma} (u_1 v_1 + u_2 v_2) \, ds \right]^2.
\]

By applying the Cauchy-Schwarz inequality and the trace inequality, we have the continuity of \( a(\cdot, \cdot): \)

\[
|a(u, v)| \leq c \|||u|||_{1,\Omega} \|||v|||_{1,\Omega}. (13)
\]

Similarly, we have the continuity of the linear form \( f(\cdot): \)

\[
|f(v)| \leq c_2 (\|p\|_{0,\Omega_0} + \|g_1\|_{1/2,\Gamma} + \|g_2\|_{-1/2,\Gamma}) \|||v|||_{1,\Omega}. (14)
\]

Therefore, the problem (10) admits a unique solution \( u \in V. \)

Since \( \text{Re} a(v, v) \leq |a(v, v)|, \) (11) follows directly from (10), (12), and (14). \( \blacksquare \)

Now we are in a position to give a Tikhonov regularization framework for Problem 2.1. For this purpose, for any \( p \in Q, \) denote by \( u := u(p) = u_1(p) + i u_2(p) \in V \) the weak solution of the BVP (9). Moreover, we define a Tikhonov regularization objective functional

\[
J_\varepsilon(p) = \frac{1}{2} \|u_2(p)\|_{0,\Omega}^2 + \frac{\varepsilon}{2} \|p\|_{0,\Omega_0}^2,
\]

and introduce the following minimization problem:

**Problem 2.3** Find \( p_\varepsilon \in Q_{ad} \) such that

\[
J_\varepsilon(p_\varepsilon) = \inf_{p \in Q_{ad}} J_\varepsilon(p).
\]
It is not difficult to show
\[ J'(p)q = (u_2(p), u_2(q) - u_2(0))_{0,\Omega} + \varepsilon(p, q)_{0,\Omega_0}, \]
\[ J''(p)q^2 = \|u_2(q) - u_2(0)\|_{0,\Omega}^2 + \varepsilon\|q\|_{0,\Omega_0}^2. \]
Hence, for $\varepsilon > 0$, $J_\varepsilon(\cdot)$ is strictly convex.

In the next section, we will give some theoretical results about Problem 2.3.

3. Well-posedness and limiting behavior

We begin with a well-posedness result and the first optimality condition of the solution as follows:

**Proposition 3.1** For any $\varepsilon > 0$, Problem 2.3 has a unique solution $p_\varepsilon \in Q_{ad}$ which depends continuously on all data. Moreover, $p_\varepsilon$ is characterized by the inequality
\[ (w_2(p_\varepsilon) + \varepsilon p_\varepsilon, q - p_\varepsilon)_{0,\Omega_0} \geq 0 \quad \forall q \in Q_{ad}, \tag{15} \]
where $w(p_\varepsilon) = w_1(p_\varepsilon) + i w_2(p_\varepsilon) \in V$ is the unique weak solution of adjoint problem:
\[ \begin{cases} 
-\Delta w_\varepsilon + w_\varepsilon = u_2(p_\varepsilon) & \text{in } \Omega, \\
\frac{\partial w_\varepsilon}{\partial n} + i w_\varepsilon = 0 & \text{on } \Gamma, 
\end{cases} \tag{16} \]
and $u(p_\varepsilon) = u_1(p_\varepsilon) + i u_2(p_\varepsilon) \in V$ is the weak solution of the BVP (9) with $p$ replaced by $p_\varepsilon$.

**Proof.** Note that $Q_{ad}$ is a closed and convex set of Hilbert space $Q$, $J_\varepsilon$ is strictly convex. Then, by a standard result on convex minimization problems ([4, 16]), there is a unique stable solution $p_\varepsilon \in Q_{ad}$ to Problem 2.3 and the solution is characterized by the optimality condition
\[ J'(p_\varepsilon)(q - p_\varepsilon) \geq 0 \quad \forall q \in Q_{ad}. \tag{17} \]

To prove (15), let $\tilde{u} = u(q) - u(0)$, where $u(q) = u_1(q) + i u_2(q)$ and $u(0) = u_1(0) + i u_2(0) \in V$ are weak solutions of the BVP (9), with $p$ replaced by $q \in Q$ and 0 respectively. Then $\tilde{u}$ is the unique weak solution of the BVP:
\[ \begin{cases} 
-\Delta \tilde{u} + \tilde{u} = q \chi_{\Omega_0} & \text{in } \Omega, \\
\frac{\partial \tilde{u}}{\partial n} + i \tilde{u} = 0 & \text{on } \Gamma.
\end{cases} \]
Multiply (16) with $\tilde{u}$ and integrate by parts to get
\[ \int_{\Omega} u_2(p_\varepsilon) (u(q) - u(0)) \, dx = \int_{\Omega_0} w_\varepsilon q \, dx, \]
i.e.,
\[ (u_2(p_\varepsilon), u_2(q) - u_2(0))_{0,\Omega} = (w_2(p_\varepsilon), q)_{0,\Omega_0}. \]
Then the derivative of $J_\varepsilon$ at $p_\varepsilon$ has the following form: for any $q \in Q$,
\[ J'(p_\varepsilon)q = (w_2(p_\varepsilon) + \varepsilon p_\varepsilon, q)_{0,\Omega_0}. \]
Hence, (15) follows from (17).

Next we discuss the relation between Problem 2.1 and its regularization Problem 2.3. For this purpose, denote by $S$ the solution set of Problem 2.1, and assume it is nonempty. For example, if $\Omega$ is an open bounded set with $C^{1,1}$ boundary $\Gamma$, $g_1 \in H^{3/2}(\Gamma)$, $g_2 \in H^{1/2}(\Gamma)$, then Problem 2.1 have infinite many solutions [20, Corollary 2.4]. Moreover, it is straightforward to show that $S$ is closed and convex. Denote by $p_* \in S$ the unique function such that

$$
\|p_*\|_{0,\Omega_0} = \inf_{p \in S} \|p\|_{0,\Omega_0}.
$$

The next result gives the limiting behavior of $p_\varepsilon$ when $\varepsilon \to 0^+$. 

**Proposition 3.2** $p_\varepsilon \to p_*$ in $Q$, as $\varepsilon \to 0^+$. 

**Proof.** Write $u(p_\varepsilon) = u_1(p_\varepsilon) + i u_2(p_\varepsilon) \in V$, the weak solution of the BVP (9) with $p$ replaced by $p_\varepsilon$. Then $u_2(p_\varepsilon) = 0$ and

$$
J_{\varepsilon}(p_\varepsilon) = \frac{1}{2} \int_{\Omega} u_2(p_\varepsilon)^2 dx + \frac{\varepsilon}{2} \int_{\Omega_0} p_\varepsilon^2 dx \leq J_{\varepsilon}(p_*) = \frac{\varepsilon}{2} \int_{\Omega_0} p_*^2 dx.
$$

Thus, $\|p_\varepsilon\|_{0,\Omega_0} \leq \|p_*\|_{0,\Omega_0}$. Denote by $u_* := u(p_\varepsilon) = u_1(p_\varepsilon) + i u_2(p_\varepsilon) \in V$ the weak solution of the BVP (9) with $p$ replaced by $p_*$. Then from (11), we have

$$
\|u_\varepsilon\|_{1,\Omega} \leq c (\|p_\varepsilon\|_{0,\Omega_0} + \|g_1\|_{1/2,\Gamma} + \|g_2\|_{-1/2,\Gamma})
$$

$$
\leq c (\|p_*\|_{0,\Omega_0} + \|g_1\|_{1/2,\Gamma} + \|g_2\|_{-1/2,\Gamma}).
$$

Similarly, denote by $w_\varepsilon := w(p_\varepsilon) = w_1(p_\varepsilon) + i w_2(p_\varepsilon) \in V$ the unique weak solution of corresponding adjoint problem (16). Then

$$
\|w_\varepsilon\|_{1,\Omega} \leq c (\|p_\varepsilon\|_{0,\Omega_0} + \|g_1\|_{1/2,\Gamma} + \|g_2\|_{-1/2,\Gamma}).
$$

Thus, $\{p_\varepsilon\}$, $\{u_\varepsilon\}$ and $\{w_\varepsilon\}$ are uniformly bounded w.r.t. $\varepsilon$ in the spaces $Q$ and $V$ respectively. Therefore, there are some elements $p_0 \in Q$, $u_0 \in V$, $w_0 \in V$, and a subsequence $\{\varepsilon'\}$ of $\{\varepsilon\}$ such that, as $\varepsilon' \to 0^+,$

$$
p_{\varepsilon'} \to p_0 \text{ in } Q, \quad u_{\varepsilon'} \to u_0, w_{\varepsilon'} \to w_0 \text{ in } V,
$$

$$
u_{\varepsilon'} \to u_0, w_{\varepsilon'} \to u_0 \text{ in } L^2(\Omega) \text{ and } L^2(\Gamma).
$$

Using these convergence relations, we verify that $u_0 = u(p_0) = u_1(p_0) + i u_2(p_0)$ and $w_0 = w(p_0) = w_1(p_0) + i w_2(p_0).$ Replace $\varepsilon$ by $\varepsilon'$ in (15) and let $\varepsilon' \to 0^+$ to get

$$
(w_2(p_0), q - p_0)_{0,\Omega_0} \geq 0 \quad \forall q \in Q_{ad},
$$

implying that $p_0$ is a solution of Problem 2.3 with $\varepsilon = 0$, i.e., a solution of Problem 2.1. So $p_0 \in S$. Also, we have

$$
\|p_0\|_{0,\Omega_0} \leq \liminf_{\varepsilon' \to 0^+} \|p_{\varepsilon'}\|_{0,\Omega_0} \leq \|p_*\|_{0,\Omega_0}.
$$

By the definition of $p_*$, we have $p_0 = p_*$. Since the limit $p_0$ is unique, the entire family $p_\varepsilon$ converges weakly to $p_*$ in $Q$ as $\varepsilon \to 0^+$. Consequently, when $\varepsilon \to 0^+$, we have

$$
\|p_\varepsilon - p_*\|_{0,\Omega_0}^2 = \|p_\varepsilon\|_{0,\Omega_0}^2 - 2 (p_\varepsilon, p_*)_{0,\Omega_0} + \|p_*\|_{0,\Omega_0}^2
$$

$$
\leq 2 \|p_\varepsilon\|_{0,\Omega_0}^2 - 2 (p_\varepsilon, p_*)_{0,\Omega_0} \to 0
$$

which shows the strong converge of $p_\varepsilon$ to $p_*$ in $Q$ as $\varepsilon \to 0^+$.
4. Finite element approximation

In this section, we discretize Problem 2.3 and explore convergence property of the numerical solutions. We use linear finite elements to solve the BVP (9). For the source function $p$, piecewise constant functions are used. Moreover, for later use of error estimation, in this section, assume $g_1, g_2 \in H^{1/2}(\Gamma)$, and $\Omega \subset \mathbb{R}^d$ is a bounded open set with the boundary $\Gamma \in C^{1,1}$.

Let $\{T_h\}_h$ be a regular family of finite element partitions of $\overline{\Omega}$ with meshsize $h$, such that each element at the boundary $\Gamma$ has at most one non-straight face (for a three-dimensional domain) or side (for a two-dimensional domain). Define the linear finite element space

$$V^h = \{ v \in C(\overline{\Omega}) \mid v \text{ is linear in } T \forall T \in T_h \}$$

and denote by $\pi^h v$ the piecewise linear interpolant of $v \in H^2(\Omega)$. Then we have the existence of a constant $c > 0$ such that (see [9] for a polyhedral/polygonal domain and [20] for a general smooth domain)

$$\|v - \pi^h v\|_{0,\Omega} + h\|v - \pi^h v\|_{1,\Omega} \leq c h^2\|v\|_{2,\Omega} \quad \forall v \in H^2(\Omega). \quad (18)$$

Set $V^h = V^h \ominus iV^h$. Then $V^h$ is a finite element subspace of $V$, and the finite element approximation of the BVP (9) is as follows:

$$\text{Find } u^h \in V^h \text{ such that } a(u^h, v^h) = f(v^h) \quad \forall v^h \in V^h. \quad (19)$$

Similar to Proposition 2.2, the discrete problem (19) admits a unique solution $u^h \in V^h$.

Next we bound the error $u - u^h$. To this end, we first show a regularity result of the solution $u = u_1 + i u_2$. Note that $u_1 \in V$ and $u_2 \in V$ are weak solutions of the BVPs

$$\begin{cases} 
-\Delta u_1 + u_1 = p \chi_{\Omega_0} & \text{in } \Omega, \\
\frac{\partial u_1}{\partial n} = u_2 + g_2 & \text{on } \Gamma,
\end{cases}$$

and

$$\begin{cases} 
-\Delta u_2 + u_2 = 0 & \text{in } \Omega, \\
\frac{\partial u_2}{\partial n} = g_1 - u_1 & \text{on } \Gamma,
\end{cases}$$

respectively. With $\gamma$ being the standard trace operator, $\gamma u_2 + g_2 \in H^{1/2}(\Gamma)$ and $g_1 - \gamma u_1 \in H^{1/2}(\Gamma)$. Then, we have $u_1, u_2 \in H^2(\Omega)$ ([15, Proposition 2.5.2.3]) and the following bounds ([15, Theorem 2.3.3.2]):

$$\|u_1\|_{2,\Omega} \leq c (\|p\|_{0,\Omega_0} + \|u_2 + g_2\|_{1/2,\Gamma} + \|u_1\|_{1,\Omega}),$$

$$\|u_2\|_{2,\Omega} \leq c (\|g_1 - u_1\|_{1/2,\Gamma} + \|u_2\|_{1,\Omega}).$$

Using these bounds and (11), we further deduce that

$$\|u_1\|_{2,\Omega} \leq c (\|p\|_{0,\Omega_0} + \|g_1\|_{1/2,\Gamma} + \|g_2\|_{1/2,\Gamma}),$$

$$\|u_2\|_{2,\Omega} \leq c (\|p\|_{0,\Omega_0} + \|g_1\|_{1/2,\Gamma} + \|g_2\|_{1/2,\Gamma}),$$

or

$$\|u\|_{2,\Omega} \leq c (\|p\|_{0,\Omega_0} + \|g_1\|_{1/2,\Gamma} + \|g_2\|_{1/2,\Gamma}). \quad (20)$$

Now we can derive the a priori finite element error estimates as follows.
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**Theorem 4.1** For any \( p \in Q \), let \( u \in \mathbf{V} \) and \( u^h \in \mathbf{V}^h \) be the solutions of the problems (10) and (19). Then

\[
\begin{align*}
\|u - u^h\|_{1, \Omega} &\leq c h \left( \|p\|_{0, \Omega_0} + \|g_1\|_{1/2, \Gamma} + \|g_2\|_{1/2, \Gamma} \right), \quad (21) \\
\|u - u^h\|_{0, \Omega} &\leq c h^2 \left( \|p\|_{0, \Omega_0} + \|g_1\|_{1/2, \Gamma} + \|g_2\|_{1/2, \Gamma} \right). \quad (22)
\end{align*}
\]

**Proof.** Because \( \text{Re} a(u, u) = \|u\|_{2, \Omega}^2 \) and \( a(u - u^h, v^h) = 0 \) for any \( v^h \in \mathbf{V}^h \), Cea’s inequality holds for the approximation of the complex problem (10) by (19); that is, there is a constant \( c \) independent of \( h \) such that

\[
\|u - u^h\|_{1, \Omega} \leq c \inf_{v^h \in \mathbf{V}^h} \|u - v^h\|_{1, \Omega}. \quad (23)
\]

Notice that for any \( v = v_1 + i v_2 \in \mathbf{H}^2(\Omega) \), \( (\pi^h v_1 + i \pi^h v_2) \in \mathbf{V}^h \). Then by (18),

\[
\begin{align*}
\|v - (\pi^h v_1 + i \pi^h v_2)\|_{2, \Omega}^2 &= \|v_1 - \pi^h v_1\|_{2, \Omega}^2 + \|v_2 - \pi^h v_2\|_{2, \Omega}^2 \\
&\leq c_1 h^2 \|v_1\|_{2, \Omega}^2 + c_2 h^2 \|v_2\|_{2, \Omega}^2 \\
&\leq c h^2 \|v\|_{2, \Omega}^2. \quad (24)
\end{align*}
\]

We combine (20), (23) and (24) to obtain (21).

As for (22), since \( \mathbf{V} \) can be embedded continuously into \( Q \), with similar arguments to those of Aubin-Nitsche lemma ([9, Theorem 3.2.4]), we have

\[
\|u - u^h\|_{0, \Omega} \leq c \|u - u^h\|_{1, \Omega} \inf_{b \in \mathbf{Q}} \frac{1}{\|b\|_{0, \Omega}} \inf_{v^h \in \mathbf{V}^h} \|\varphi_b - v^h\|_{1, \Omega}, \quad (25)
\]

where \( \varphi_b = \varphi_{b, 1} + i \varphi_{b, 2} \in \mathbf{V} \) is the unique solution of the problem

\[
a(v, \varphi_b) = (\langle v, b \rangle)_{0, \Omega} \quad \forall \, v \in \mathbf{V};
\]

the solution \( \varphi_b \) satisfies

\[
\|\varphi_b\|_{1, \Omega} \leq \|b\|_{0, \Omega}. \quad (26)
\]

Then \( \varphi_{b, 1} \in \mathbf{V} \) and \( \varphi_{b, 2} \in \mathbf{V} \) are weak solutions of BVPs

\[
\begin{align*}
\left\{ \begin{array}{ll}
-\Delta \varphi_{b, 1} + \varphi_{b, 1} &= b_1 & \text{in} \ \Omega, \\
\frac{\partial \varphi_{b, 1}}{\partial n} &= -\varphi_{b, 2} & \text{on} \ \Gamma,
\end{array} \right.
\end{align*}
\]

and

\[
\begin{align*}
\left\{ \begin{array}{ll}
-\Delta \varphi_{b, 2} + \varphi_{b, 2} &= -b_2 & \text{in} \ \Omega, \\
\frac{\partial \varphi_{b, 2}}{\partial n} &= \varphi_{b, 1} & \text{on} \ \Gamma,
\end{array} \right.
\end{align*}
\]

respectively. Again, by applying [15, Proposition 2.5.2.3] and [15, Theorem 2.3.3.2], we have \( \varphi_{b, 1}, \varphi_{b, 2} \in \mathbf{H}^2(\Omega) \), and

\[
\begin{align*}
\|\varphi_{b, 1}\|_{2, \Omega} &\leq c \left( \|b_1\|_{0, \Omega} + \|\varphi_{b, 2}\|_{1/2, \Gamma} + \|\varphi_{b, 1}\|_{1, \Omega} \right), \\
\|\varphi_{b, 2}\|_{2, \Omega} &\leq c \left( \|b_1\|_{0, \Omega} + \|\varphi_{b, 1}\|_{1/2, \Gamma} + \|\varphi_{b, 2}\|_{1, \Omega} \right).
\end{align*}
\]

Recalling (26), we then have

\[
\|\varphi_b\|_{2, \Omega} \leq c \|b\|_{0, \Omega}.
\]

Take \( v^h = \pi^h \varphi_{b, 1} + i \pi^h \varphi_{b, 2} \in \mathbf{V}^h \) in (25), and use (24) to get

\[
\|u - u^h\|_{0, \Omega} \leq c h \|u - u^h\|_{1, \Omega}. \quad (27)
\]
where

\[ p \in V \quad \text{and} \quad \Pi_h : Q \to Q_h \]

Again, it is easy to verify that for \( \varepsilon > 0 \), \( J^h_\varepsilon (\cdot) \) is strictly convex.

For a full discretization of Problem 2.3, we approximate the source function \( p \) with piecewise constants. Define

\[ Q^h = \{ p \in Q \mid p \text{ is constant in } T, \forall T \in T_h \text{ and } T \subset \Omega \} \]

and the orthogonal projection operator \( \Pi_h : Q \to Q^h \) by

\[ (\Pi_h p, q^h)_{0, \Omega_0} = (p, q^h)_{0, \Omega_0} \quad \forall p \in Q, \quad q^h \in Q^h. \]  

(28)

Then it is well-known that

\[ ||p - \Pi_h p||_{0, \Omega_0} \leq c h |p|_{1, \Omega_0} \quad \forall p \in H^1(\Omega_0). \]

(29)

Set \( Q^h_{ad} = Q^h \cap Q_{ad} \) and introduce the following discrete optimization problem:

**Problem 4.2** Find \( p^h_\varepsilon \in Q^h \) such that

\[ J^h_\varepsilon (p^h_\varepsilon) = \inf_{p^h \in Q^h_{ad}} J^h_\varepsilon (p^h). \]

Similar to Proposition 3.1, we have the following result on Problem 4.2.

**Proposition 4.3** For any \( \varepsilon > 0 \), Problem 4.2 has a unique solution \( p^h_\varepsilon \in Q^h \) which depends continuously on all data. Moreover, \( p^h_\varepsilon \) is characterized by

\[ (w_2^h(p^h_\varepsilon) + \varepsilon p^h_\varepsilon, q^h - p^h_\varepsilon)_{0, \Omega_0} \geq 0 \quad \forall q^h \in Q^h_{ad}, \]

(30)

where \( w_\varepsilon^h = w^h(p^h_\varepsilon) = w_1^h(p^h_\varepsilon) + i w_2^h(p^h_\varepsilon) \in V^h \) is the unique weak solution of adjoint equation:

\[ \begin{cases} -\Delta w_\varepsilon^h + w_\varepsilon^h = u_2^h(p^h_\varepsilon) & \text{in } \Omega, \\ \frac{\partial w_\varepsilon^h}{\partial n} + i w_\varepsilon^h = 0 & \text{on } \Gamma, \end{cases} \]

(31)

and \( u_\varepsilon^h = u^h(p^h_\varepsilon) = u_1^h(p^h_\varepsilon) + i u_2^h(p^h_\varepsilon) \) is the solution of the problem (19) with \( p \) replaced by \( p^h_\varepsilon \).

Before deriving an error estimate for the finite element solution \( p^h_\varepsilon \) of Problem 4.2, we note that for any \( p \in Q \),

\[ |||w(p) - w^h(p)|||_{1, \Omega} \leq c h (||p||_{0, \Omega_0} + ||g_1||_{1/2, \Gamma} + ||g_2||_{1/2, \Gamma}), \]

(32)

\[ |||w(p) - w^h(p)|||_{0, \Omega} \leq c h^2 (||p||_{0, \Omega_0} + ||g_1||_{1/2, \Gamma} + ||g_2||_{1/2, \Gamma}), \]

(33)

where \( w(p) \in V \) and \( w^h(p) \in V^h \) are the solutions of the problems (16) and (31), with \( p_\varepsilon \) and \( p^h_\varepsilon \) replaced by \( p \) in both. The bounds (32) and (33) are proved by arguments similar to those for (21) and (22).

Next we give an error estimate for the light source function \( p_\varepsilon \) w.r.t. \( h \) as follows.
Theorem 4.4 Let $p_\varepsilon \in \mathcal{Q}_{ad}$ be the solution of Problem 2.3 and $p_\varepsilon^h \in \mathcal{Q}_{ad}^h$ be the solution of Problem 4.2. Then
\[
\|p_\varepsilon - p_\varepsilon^h\|_{0,\Omega_0} \leq c \left( \varepsilon^{-1} h^2 + \varepsilon^{-1/2} h^{1/2} E^h(p_\varepsilon)^{1/2} \right),
\] (34)
where $E^h(p_\varepsilon) = \|\Pi^h p_\varepsilon - p_\varepsilon\|_{0,\Omega_0} = \inf_{q^h \in \mathcal{Q}_{ad}^h} \|q^h - p_\varepsilon\|_{0,\Omega_0}$.

Proof. We give a sketch of proof; one may consult [17, Theorem 4.4] for details.

Let $\tilde{p}_\varepsilon^h \in \mathcal{Q}_{ad}^h$ be the unique solution of Problem 4.2 with $J_\varepsilon^h(\cdot)$ replaced by $J_\varepsilon(\cdot)$. Then
\[
(w_2(\tilde{p}_\varepsilon^h) + \varepsilon \tilde{p}_\varepsilon^h, q^h - \tilde{p}_\varepsilon^h)_{0,\Omega_0} \geq 0 \quad \forall q^h \in \mathcal{Q}_{ad}^h,
\] (35)
with $\tilde{w}_\varepsilon := w(\tilde{p}_\varepsilon^h) = w_1(\tilde{p}_\varepsilon^h) + i w_2(\tilde{p}_\varepsilon^h) \in \mathbf{V}$ and $\tilde{u}_\varepsilon := u(\tilde{p}_\varepsilon^h) = u_1(\tilde{p}_\varepsilon^h) + i u_2(\tilde{p}_\varepsilon^h) \in \mathbf{V}$ being the unique weak solutions of BVPs:
\[
\left\{ \begin{array}{ll}
-\Delta \tilde{w}_\varepsilon + \tilde{w}_\varepsilon = u_2(\tilde{p}_\varepsilon^h) & \text{in } \Omega, \\
\frac{\partial \tilde{w}_\varepsilon}{\partial n} + i \tilde{w}_\varepsilon = 0 & \text{on } \Gamma,
\end{array} \right.
\]
and
\[
\left\{ \begin{array}{ll}
-\Delta \tilde{u}_\varepsilon + \tilde{u}_\varepsilon = \tilde{p}_\varepsilon^h \chi_{\Omega_0} & \text{in } \Omega, \\
\frac{\partial \tilde{u}_\varepsilon}{\partial n} + i \tilde{u}_\varepsilon = g_2 + i g_1 & \text{on } \Gamma,
\end{array} \right.
\]
respectively.

Replace $q$ in (15) with $\tilde{p}_\varepsilon^h$ and $q^h \in \mathcal{Q}_{ad}^h$ in (35) with $\Pi^h p_\varepsilon$, and add the resulting inequalities to get
\[
\varepsilon \|\tilde{p}_\varepsilon^h - p_\varepsilon\|_{0,\Omega_0}^2 \leq (w_2(\tilde{p}_\varepsilon^h) + \varepsilon \tilde{p}_\varepsilon^h, \Pi^h p_\varepsilon - p_\varepsilon)_{0,\Omega_0} + (w_2(\tilde{p}_\varepsilon^h) - w_2(p_\varepsilon), p_\varepsilon - \tilde{p}_\varepsilon^h)_{0,\Omega_0}.
\] (36)

Using (28), (29), and noticing $w_2(\tilde{p}_\varepsilon^h) \chi_{\Omega_0} \in H^1(\Omega_0)$, we have
\[
(w_2(\tilde{p}_\varepsilon^h) + \varepsilon \tilde{p}_\varepsilon^h, \Pi^h p_\varepsilon - p_\varepsilon)_{0,\Omega_0} = (w_2(\tilde{p}_\varepsilon^h) - \Pi^h w_2(\tilde{p}_\varepsilon^h) \chi_{\Omega_0}, \Pi^h p_\varepsilon - p_\varepsilon)_{0,\Omega_0} \leq c \varepsilon E^h(p_\varepsilon).
\] (37)

Denote by $e_1^h = u_1(\tilde{p}_\varepsilon^h) - u_1(p_\varepsilon)$, $e_2^h = u_2(\tilde{p}_\varepsilon^h) - u_2(p_\varepsilon)$, $E_1^h = w_1(\tilde{p}_\varepsilon^h) - w_1(p_\varepsilon)$, and $E_2^h = w_2(\tilde{p}_\varepsilon^h) - w_2(p_\varepsilon)$. Then $e_1^h$ satisfies
\[
\left\{ \begin{array}{ll}
-\Delta e_1^h + e_1^h = (\tilde{p}_\varepsilon^h - p_\varepsilon) \chi_{\Omega_0} & \text{in } \Omega, \\
\frac{\partial e_1^h}{\partial n} - e_1^h = 0 & \text{on } \Gamma,
\end{array} \right.
\] (38)
e_2^h satisfies
\[
\left\{ \begin{array}{ll}
-\Delta e_2^h + e_2^h = 0 & \text{in } \Omega, \\
\frac{\partial e_2^h}{\partial n} + e_2^h = 0 & \text{on } \Gamma,
\end{array} \right.
\] and $E_1^h$ satisfies
\[
\left\{ \begin{array}{ll}
-\Delta E_1^h + E_1^h = e_2^h & \text{in } \Omega, \\
\frac{\partial E_1^h}{\partial n} - E_1^h = 0 & \text{on } \Gamma,
\end{array} \right.
\] (39)
and $E_2^h$ satisfies
\[
\begin{align*}
-\Delta E_2^h + E_2^h &= 0 \quad \text{in } \Omega, \\
\frac{\partial E_2^h}{\partial n} + E_1^h &= 0 \quad \text{on } \Gamma.
\end{align*}
\]
Multiply (38) with $E_2^h$, integrate over $\Omega$, and integrate by part to get
\[
(E_2^h, \tilde{p}_\varepsilon^h - p_\varepsilon)_{0, \Omega_0} = -(e_1^h, E_1^h)_{0, \Gamma} - (e_2^h, E_2^h)_{0, \Gamma}.
\]
(40)

Similarly, multiply (39) with $e_1^h$, integrate over $\Omega$, and integrate by part to get
\[
\|e_2^h\|_{0, \Omega}^2 = -(e_1^h, E_1^h)_{0, \Gamma} - (e_2^h, E_2^h)_{0, \Gamma}.
\]
(41)

Combine (40) and (41) to get
\[
(E_2^h, \tilde{p}_\varepsilon^h - p_\varepsilon)_{0, \Omega_0} = \|e_2^h\|_{0, \Omega}^2.
\]
Therefore, from (36), (37) and the equality above, we obtain
\[
\varepsilon \|\tilde{p}_\varepsilon^h - p_\varepsilon\|_{0, \Omega_0}^2 \leq c \varepsilon E^h(p_\varepsilon) - \|u_2(\tilde{p}_\varepsilon^h) - u_2(p_\varepsilon)\|_{0, \Omega}^2,
\]
which gives
\[
\|u_2(\tilde{p}_\varepsilon^h) - u_2(p_\varepsilon)\|_{0, \Omega}^2 + \varepsilon \|\tilde{p}_\varepsilon^h - p_\varepsilon\|_{0, \Omega_0}^2 \leq c \varepsilon E^h(p_\varepsilon)
\]
and
\[
\|\tilde{p}_\varepsilon^h - p_\varepsilon\|_{0, \Omega_0} \leq c \varepsilon^{-1/2} h^{1/2} E^h(p_\varepsilon)^{1/2}.
\]

(42)

Similarly, replace $q^h$ in (30) with $p_\varepsilon^h$ and $q^h \in Q_{ad}^h$ in (35) with $p_\varepsilon^h$, and add the resulting inequalities to get
\[
\varepsilon \|p_\varepsilon^h - \tilde{p}_\varepsilon^h\|_{0, \Omega_0}^2 \leq (w_2(p_\varepsilon^h) - w_2(\tilde{p}_\varepsilon^h), p_\varepsilon^h - \tilde{p}_\varepsilon^h)_{0, \Omega_0}
\leq (w_2(p_\varepsilon^h) - w_2(\tilde{p}_\varepsilon^h), p_\varepsilon^h - \tilde{p}_\varepsilon^h)_{0, \Omega_0}
+ (w_2(\tilde{p}_\varepsilon^h) - w_2(p_\varepsilon^h), p_\varepsilon^h - \tilde{p}_\varepsilon^h)_{0, \Omega_0}.
\]
(43)

From (33), we have
\[
\|(w_2(p_\varepsilon^h) - w_2(\tilde{p}_\varepsilon^h), p_\varepsilon^h - \tilde{p}_\varepsilon^h)_{0, \Omega_0} \leq c \varepsilon h^2 \|p_\varepsilon^h - \tilde{p}_\varepsilon^h\|_{0, \Omega_0}.
\]

(44)

Moreover, with an argument similar to that used for (38)–(41), we have
\[
(w_2(p_\varepsilon^h) - w_2(\tilde{p}_\varepsilon^h), p_\varepsilon^h - \tilde{p}_\varepsilon^h)_{0, \Omega_0} = -\|u_2(p_\varepsilon^h) - u_2(\tilde{p}_\varepsilon^h)\|_{0, \Omega}^2.
\]
(45)

Then combine (43)–(45) to give
\[
\|u_2(p_\varepsilon^h) - u_2(\tilde{p}_\varepsilon^h)\|_{0, \Omega}^2 + \varepsilon \|p_\varepsilon^h - \tilde{p}_\varepsilon^h\|_{0, \Omega_0}^2 \leq c \varepsilon h^2 \|p_\varepsilon^h - \tilde{p}_\varepsilon^h\|_{0, \Omega_0}
\]
and
\[
\|p_\varepsilon^h - \tilde{p}_\varepsilon^h\|_{0, \Omega_0} \leq c \varepsilon^{-1} h^2.
\]

(46)

Consequently, from (42) and (46) as well as triangle inequality
\[
\|p_\varepsilon^h - p_\varepsilon\|_{0, \Omega_0} \leq \|p_\varepsilon^h - \tilde{p}_\varepsilon^h\|_{0, \Omega_0} + \|\tilde{p}_\varepsilon^h - p_\varepsilon\|_{0, \Omega_0},
\]
we obtain the error bound (34) and the proof is completed. ■
5. An algorithm

Let $n$ be the number of the nodes of triangulation $\mathcal{T}_h$, and \( \{\varphi_l\}_{l=1}^n \subset V^h \) be the nodal basis functions of the linear finite element space $V^h$ associated with the grid points \( \{x_l\}_{l=1}^n \). Then $u^h \in V^h$ can be written as $u^h = \sum_{l=1}^n u_l \varphi_l$, with $u_l = u^h(x_l) \in \mathbb{C}$. Moreover, for a triangulation $\mathcal{T}_h$, denote by $N$ the number of elements in $\mathcal{N}_0$. Then $q^h \in Q^h$ can be written as $q^h = \sum_{j \in \mathcal{T}_h} q_j \chi_{T_j}$ with $q_j = q^h(\hat{x}_j)$, $1 \leq j \leq N$, where $\hat{x}_j$ is an inner point (e.g., centroid) of element $T_j$ and $\chi_{T_j}$ is the characteristic function of $T_j \in \mathcal{T}_h$. As a result, the discrete problem (19) reduces to the following algebra problem:

\[
(K + M + i C) u = B p + i b_1 + b_2, \tag{47}
\]

where

\[
\begin{align*}
K &= (k_{ls})_{n \times n}, & k_{ls} &= \int_{\Omega} \nabla \varphi_s \cdot \nabla \varphi_l \, dx, \\
M &= (m_{ls})_{n \times n}, & m_{ls} &= \int_{\Omega} \varphi_s \varphi_l \, dx, \\
C &= (c_{ls})_{n \times n}, & c_{ls} &= \int_{\Gamma} \varphi_s \varphi_l \, ds, \\
B &= (b_{ls})_{n \times N}, & b_{ls} &= \int_{T_j} \varphi_l \, dx, \\
b_1 &= (b_{1ls})_{n \times 1}, & b_{1ls} &= \int_{\Gamma_j} g_1 \varphi_l \, ds, \\
b_2 &= (b_{2ls})_{n \times 1}, & b_{2ls} &= \int_{\Gamma_j} g_2 \varphi_l \, ds,
\end{align*}
\]

$u = (u_l)_{n \times 1}$, $p = (p_j)_{N \times 1}$, $l, s = 1, 2, \ldots, n$, $j = 1, 2, \ldots, N$.

We note that the same symbol $u$ is used for a function in space $V$ or a vector in $\mathbb{C}^n$; no confusion is expected from the context. This is also true for symbols $p$ and $u_1$, $u_2$, $w_1$, $w_2$, and $p_\epsilon$ below.

Let $u = u_1 + i u_2$ with $u_1, u_2 \in \mathbb{R}^n$. Then (47) reduces further to the system

\[
\begin{cases}
(K + M) u_1 - C u_2 = B p + b_1, \\
C u_1 + (K + M) u_2 = b_2.
\end{cases} \tag{48}
\]

Similarly, finding a weak solution of (31) reduces to finding $w = w_1 + i w_2 \in \mathbb{C}^n$ with $w_1, w_2 \in \mathbb{R}^n$ such that

\[
\begin{cases}
(K + M) w_1 - C w_2 = M w_2, \\
C w_1 + (K + M) w_2 = 0.
\end{cases} \tag{49}
\]

Denote by $M_0 = \text{diag}(|T_{k_1}|, |T_{k_2}|, \ldots, |T_{k_N}|)$ the $N$ dimensional diagonal matrix, $|T_{k_j}|$ being the measure of $T_{k_j}$. Set $Q_{ad}^N = \{ q \in \mathbb{R}^N \mid \sum_{j \in \mathcal{T}_h} q_j \lambda_{T_j} \in Q^h_{ad} \}$ and define $J_\varepsilon^N(p) = \frac{1}{2} u_2^t M u_2 + \frac{\varepsilon}{2} p^t M_0 p$, where the superscript $t$ signifies a transposition operation. Then Problem 4.2 reduces further to the following quadratic programming.

**Problem 5.1** Find $p_\varepsilon \in Q_{ad}^N$ such that

\[ J_\varepsilon^N(p_\varepsilon) = \inf_{p \in Q_{ad}^N} J_\varepsilon^N(p). \]
Correspondingly, the optimality condition (30) reduces to
\[
(\Pi^N w_2(p_\varepsilon) + \varepsilon p_\varepsilon)^t M_0 (q - p_\varepsilon) \geq 0 \quad \forall q \in Q_{ad}^N,
\]
where \(w_2(p_\varepsilon) \in \mathbb{R}^n\) is the solution of (48) and (49) with \(p\) replaced by \(p_\varepsilon\), \(\Pi^N = (\pi_{jl})_{N \times n}\) with
\[
\pi_{jl} = \begin{cases} 
\frac{1}{d+1} & x_l \in T_j \subset \overline{\Omega}_0, \\
0 & \text{otherwise.}
\end{cases}
\]

Consequently, numerically solving the original inverse source problem reduces to solving the linear algebraic systems (48), (49) and (50) for \(u_1, u_2, w_1, w_2 \in \mathbb{R}^n\) and \(p_\varepsilon \in \mathbb{R}^N\). Denote by \(P_{ad}\) a projection operator from \(Q\) onto \(Q_{ad}\) and \(P_{ad}^N\) its discrete one under our finite element context. We introduce the following iterative algorithm.

**Algorithm 5.2**

1. Given precision \(\varepsilon > 0\). Let \(p^0 = 0 \in \mathbb{R}^N\) and set \(k = 0\).
2. Solve (48) with \(p\) replaced by \(p^k\) to \(u_2^k = u_2\).
3. Solve (49) with \(u_2\) replaced by \(u_2^k\) to \(w_2^k = w_2\).
4. Compute \(p_{\varepsilon}^{k+1} = P_{ad}^N (\Pi^N w_2^k / \varepsilon)\).
5. If \(e^k = \|p_{\varepsilon}^{k+1} - p_{\varepsilon}^k\| \leq \varepsilon\), stop; otherwise, set \(k = k + 1\) and turn to Step 2.

Convergence behavior of Algorithm 5.2 depends on the regularization parameter \(\varepsilon\). For applications, \(Q_{ad}\) usually takes one of three forms: Case 1, \(Q_{ad} = Q\); Case 2, \(Q_{ad} = \{q \in Q \mid q \geq 0 \text{ a.e. in } \Omega_0\}\); Case 3, \(Q_{ad} = \{q \in Q \mid q \leq q \leq \overline{q} \text{ a.e. in } \Omega_0\}\) with \(q, \overline{q} \in C(\overline{\Omega}_0)\). In these cases, \(P_{ad}^N\) has simpler forms: \(\forall p \in \mathbb{R}^N\),
\[
P_{ad}^N(p) = \begin{cases} 
p & \text{Case 1,} \\
\max\{0, p\} & \text{Case 2,} \\
\max\{q, \min\{\overline{q}, p\}\} & \text{Case 3,}
\end{cases}
\]
where \(q_j = \max_{x \in T_j} q(x)\) and \(\overline{q}_j = \min_{x \in T_j} \overline{q}(x)\).

**Remark 5.3** In the case \(Q_{ad} = Q\), the iteration above could be avoided. In fact, in this case, (50) reduces to \(p_{\varepsilon} = -\Pi^N w_2 / \varepsilon\). Use this expression in (48) and (49) to get
\[
\begin{align*}
(K + M) u_1 - C u_2 + \frac{1}{\varepsilon} B \Pi^N w_2 &= b_2, \\
C u_1 + (K + M) u_2 &= b_1, \\
-M u_2 + (K + M) w_1 - C w_2 &= 0, \\
C w_1 + (K + M) w_2 &= 0.
\end{align*}
\]
(51)

Once \(w_2\) is computed from the system (51), we obtain \(p_{\varepsilon} = -\Pi^N w_2 / \varepsilon\).
6. Numerical results

We present in this section some numerical results based on our CCBM. The goal is to demonstrate its feasibility for the inverse source problems. Let $\Omega$ be the problem domain and mesh parameter $h$ be the maximal diameter of the elements in the partition $\mathcal{T}_h$. For finite-element spaces $V^h$ and $Q^h$, we use continuous piecewise linear functions and piecewise constant functions corresponding to the partitions $\mathcal{T}_h$. In the following, we compute the approximate source function $p^h_\varepsilon$ for different grid parameter $h$, different regularization parameter $\varepsilon$ and noise level $\delta$. In the examples, if not given, the boundary measurements $g_1$, which may or may not include noise, are obtained by solving the BVP (2) on a rather small mesh for given $p$ and $g_2$.

In the following, for 2D domain, a triangular mesh is produced through matlab code “initmesh” which uses a Delaunay triangulation algorithm. The triangular mesh are refined through matlab code “refinemesh” which either divides all edges of the selected triangles in half (regular refinement), or divides the longest edge in half (longest edge refinement). For 3D domain, a tetrahedral mesh is produced and refined through a COMSOL Multiphysics soft. The resulting linear algebra system (51) is solved by the biconjugate gradient method. It is known that the regularization parameter $\varepsilon$ has an important effect on the accuracy of the reconstructed light source function.

We also note that the numerical results below are computed for optimal regularization parameters. In the literature, there are many methods developed for choosing parameters properly, such as the discrepancy principle (DP), L-curve rule and so on. We refer to [19] for some comments on the choice of these regularization parameters. In this section, all optimal regularization parameters are chosen approximately by sweeping them from 1 to $1 \times 10^{-1}, 1 \times 10^{-2}, 1 \times 10^{-3}, \ldots$.

We define three evaluation indicators:

1. $L^2$-norm relative error in approximate solution $p^h_\varepsilon$,
   \[ \text{Err}(p) := \|p^h_\varepsilon - p\|_{0,\Omega_0}; \]

2. mean value of approximate solution $p^h_\varepsilon$,
   \[ \text{Mean}(p) := \frac{1}{N} \sum_{T_j \subset \bar{\Omega}_0} p_j \]
   with $N$ being the number of elements in $\bar{\Omega}_0$; $p_j = p^h_\varepsilon \mid_{T_j}$;

3. variance of approximate solution $p^h_\varepsilon$,
   \[ \text{Var}(p) := \frac{1}{N} \sum_{T_j \subset \bar{\Omega}_0} (p_j - \text{Mean}(p))^2. \]

**Example 1** In the first example, the problem domain $\Omega = \{(x, y) \in \Omega \mid x^2 + y^2 < 1\}$. Let $g_2 = 1$ on $\Gamma$, and the exact source function

\[ p = \begin{cases} 
1, & \text{if } (x - 0.55)^2 + (y - 0.45)^2 \leq 0.1^2, \\
0, & \text{otherwise.} 
\end{cases} \]
A novel coupled complex boundary method for inverse source problems

Figure 1. Sample Delaunay triangulations (Example 1)

Figure 2. Exact $p$ and reconstructed $p_h^\epsilon$ for noise-free $g_1$ (Example 1)

Table 1. Three evaluation indicators for noise-free $g_1$ (Example 1)

<table>
<thead>
<tr>
<th>$h$</th>
<th>$\text{Err}(p)$</th>
<th>$\text{Mean}(p)$</th>
<th>$\text{Var}(p)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ne=322, n=180</td>
<td>4.9697e-2</td>
<td>0.8868</td>
<td>2.0504e-4</td>
</tr>
<tr>
<td>ne=1288, n=681</td>
<td>3.5089e-2</td>
<td>0.9607</td>
<td>3.4858e-4</td>
</tr>
<tr>
<td>ne=5152, n=2649</td>
<td>2.7164e-2</td>
<td>1.0171</td>
<td>6.79291e-4</td>
</tr>
</tbody>
</table>

Delaunay triangles are used for the domain triangulations and a sample is plotted in Figure 1. Data $g_1$ is computed on a mesh with 10449 elements and 20608 nodes. Then Algorithm 5.2 is applied for obtaining an approximate source function $p_h^\epsilon$. Reconstructed source functions on different meshes are plotted in Figure 2. In Figure 2, the first subgraph 2(a) is the exact source function $p$; subgraph 2(b) is the source function $p_h^\epsilon$ computed on the mesh with 322 elements and 180 nodes; subgraph 2(c) represents $p_h^\epsilon$ reconstructed on the mesh with 1288 elements and 681 nodes; subgraph 2(d)
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Figure 3. $p^h_\varepsilon$ for measurement $g_1$ with 10% random noise (Example 1)

Table 2. Three evaluation indicators for measurement $g_1$ with 10% random noise (Example 1)

<table>
<thead>
<tr>
<th>$h$</th>
<th>Err($p$)</th>
<th>Mean($p$)</th>
<th>Var($p$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ne=322, n=180</td>
<td>1.247e-1</td>
<td>0.7183</td>
<td>1.409e-4</td>
</tr>
<tr>
<td>ne=1288, n=681</td>
<td>2.843e-2</td>
<td>0.9698</td>
<td>1.044e-3</td>
</tr>
<tr>
<td>ne=5152, n=2649</td>
<td>1.929e-1</td>
<td>0.9123</td>
<td>3.741e-2</td>
</tr>
</tbody>
</table>

represents $p^h_\varepsilon$ reconstructed on the mesh with 5152 elements and 2649 nodes. The optimal regularization parameters for three reconstructions are $2 \times 10^{-4}$, $3 \times 10^{-4}$ and $4 \times 10^{-5}$ respectively. Moreover, for each reconstruction, we compute the values of three evaluation indicators ‘Err($p$)’, ‘Mean($p$)’ and ‘Var($p$)’ defined above, and list them in Table 1. Here and below, ‘ne’ and ‘n’ stand for the number of elements and the number of nodes of a triangulation over $\Omega$. Figure 2 and Table 1 show that reconstructions are satisfactory and the solution accuracy improves as the mesh is refined. ‘Var($p$)’ in Table 1 also indicates that like true constant source function $p$, $p^h_\varepsilon$ is relatively flat.

To measure the stability of our proposed reconstruction framework, we add a 10% uniformly distributed noise to $g_1$ and repeat the numerical experiment. Reconstructed source functions on three corresponding meshes are shown in Figure 3. Specifically, subgraphs 3(a), 3(b) and 3(c) are computed source functions over mesh with 322 triangles and 180 nodes, mesh with 1288 triangles and 681 nodes, and mesh with 5152 triangles and 2649 nodes, respectively. The optimal regularization parameters for three reconstructions are $2 \times 10^{-3}$, $1 \times 10^{-3}$ and $2 \times 10^{-4}$ respectively. Again the values of three
evaluation indicators ‘Err($p$)’, ‘Mean($p$)’ and ‘Var($p$)’ are computed and listed in Table 2. We conclude from Figure 3 and Table 2 that the reconstruction is stable. In addition, Figure 3 and Table 2 suggest that for measurement data with noise, over-refinement of the mesh is not advisable.

**Example 2** In the second example, let $\Omega$ and $g_2 = 1$ be the same as Example 1. Differently, now the exact source function

$$p = \begin{cases} 
1, & \text{if } (x - 0.4)^2 + (y \pm 0.6)^2 \leq 0.1^2, \\
0, & \text{otherwise}
\end{cases}$$

We plot $p$ in subgraph 5(a) of Figure 5.

Again Delaunay triangles are used for the domain triangulations and a sample is plotted in Figure 4, and $g_1$ is computed on a mesh with 42701 elements and 85056 nodes. Then numerical simulations are implemented for triangulations with different meshsize. Approximate source function $p^h_\epsilon$ computed over mesh with 1329 elements
Table 3. Three evaluation indicators for measurement $g_1$ without noise (Example 2)

<table>
<thead>
<tr>
<th>$h$</th>
<th>$Err(p)$</th>
<th>$Mean(p)$</th>
<th>$Var(p)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_e=1329$, $n=687$</td>
<td>$1.0733e-1$</td>
<td>$0.8873$</td>
<td>$1.0734e-3$</td>
</tr>
<tr>
<td>$n_e=5316$, $n=2702$</td>
<td>$2.8194e-2$</td>
<td>$1.0197$</td>
<td>$3.3425e-4$</td>
</tr>
</tbody>
</table>

Figure 6. $p^h_\varepsilon$ for measurement $g_1$ with 5% random noise (Example 2)

and 687 nodes is shown in subgraph 5(b) of Figure 5. Subgraph 5(c) of Figure 5 is $p^h_\varepsilon$ for triangulation with 5316 triangles and 2702 nodes. The corresponding optimal regularization parameters are $2 \times 10^{-5}$ and $3 \times 10^{-4}$ respectively. Similarly, the values of three evaluation indicators ‘$Err(p)$’, ‘$Mean(p)$’ and ‘$Var(p)$’ are computed and listed in Table 3. We have same conclusions about feasibility and accuracy as Example 1.

Table 4. Three evaluation indicators for measurement $g_1$ with 5% random noise (Example 2)

<table>
<thead>
<tr>
<th>$h$</th>
<th>$Err(p)$</th>
<th>$Mean(p)$</th>
<th>$Var(p)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_e=1329$, $n=687$</td>
<td>$1.2009e-1$</td>
<td>$1.0604$</td>
<td>$1.4318e-2$</td>
</tr>
<tr>
<td>$n_e=5316$, $n=2702$</td>
<td>$1.3342e-1$</td>
<td>$0.9730$</td>
<td>$1.9604e-2$</td>
</tr>
</tbody>
</table>

To measure the stability of our proposed reconstruction framework, we add a 5% uniformly distributed noise to $g_1$ and repeat the numerical experiment. Reconstruction results are reported in Figure 6 and Table 4. In Figure 6, subgraph 6(a) is the source function over mesh with 1329 triangles and 687 nodes while subgraph 6(b) is the computed source function for mesh with 5316 triangles and 2702 nodes. Both reconstructions have the same optimal regularization parameter: $1 \times 10^{-3}$. Again the values of three evaluation indicators ‘$Err(p)$’, ‘$Mean(p)$’ and ‘$Var(p)$’ are computed and listed in Table 4. We conclude again from Figure 6 and Table 4 that the reconstruction is stable, and for measurement data with noise, it is better not to over-refine the mesh.

Example 3 In our last example, we consider a 3D problem. Let the problem domain
be a sphere centered at origin with radius 10:
\[ \Omega = \{(x, y, z) \in \mathbb{R}^3 \mid x^2 + y^2 + z^2 < 10^2\}, \]
and a sphere light source \( p = 1 \), centered at \((-5, -5, 5)^T\) with radius 2, be embedded into \( \Omega \). Set \( g_2 = |x + y + z| \) on \( \Gamma \). Figure 7 sketches a tetrahedral triangulation of the 3D domain. Moreover, for given exact source function \( p \), the measurement data \( g_1 \) is computed on a mesh with 64349 elements and 11838 nodes.

**Table 5.** Three evaluation indicators for measurement \( g_1 \) without noise (Example 3)

<table>
<thead>
<tr>
<th>( h )</th>
<th>( \text{Err}(p) )</th>
<th>( \text{Mean}(p) )</th>
<th>( \text{Var}(p) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>ne=1329, n=687</td>
<td>2.4848e-1</td>
<td>0.9831</td>
<td>6.1785e-2</td>
</tr>
<tr>
<td>ne=5316, n=2702</td>
<td>2.2926e-1</td>
<td>0.9149</td>
<td>4.3079e-2</td>
</tr>
</tbody>
</table>

**Table 6.** Three evaluation indicators for measurement \( g_1 \) with 10\% random noise (Example 3)

<table>
<thead>
<tr>
<th>( h )</th>
<th>( \text{Err}(p) )</th>
<th>( \text{Mean}(p) )</th>
<th>( \text{Var}(p) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>ne=2472, n=543</td>
<td>3.3607e-1</td>
<td>0.8704</td>
<td>5.9959e-2</td>
</tr>
<tr>
<td>ne=5316, n=2702</td>
<td>2.8753e-1</td>
<td>0.9605</td>
<td>7.5677e-2</td>
</tr>
</tbody>
</table>

Then we apply Algorithm 5.2 again to obtain the approximate solution \( p_h^\varepsilon \). We implement the reconstruction on two different meshes: the mesh with 2472 tetrahedrons and 543 nodes; the mesh with 5316 tetrahedrons and 2702 nodes. Since \( p_h^\varepsilon \) here is a three dimensional function, we do not display it in figure. Instead, we list the values of three evaluation indicators ‘Err(\( p \))’, ‘Mean(\( p \))’ and ‘Var(\( p \))’ defined above to judge the behaviors of reconstructions. Results for noise-free measurement \( g_1 \) is report in Table 5 while Results for \( g_1 \) with 10\% is report in Table 6. We note that all optimal regularization parameters for the four reconstructions are \( \varepsilon = 2 \times 10^{-2} \). Tables 5 and
show that although the error is bigger than those in Example 1 and Example 2, the results here are still acceptable.

All numerical results given above are implemented for Case 1: \( Q_{ad} = Q \). Using Algorithm 5.2, we repeat the experiments for Case 2: \( Q_{ad} = \{ q \in Q \mid q \geq 0 \text{ a.e. in } \Omega_0 \} \) and Case 3: \( Q_{ad} = \{ q \in Q \mid 0 \leq q \leq 10 \text{ a.e. in } \Omega_0 \} \), and the reconstructed results are similar to those in Case 1. In summary, we conclude that Algorithm 5.2 is feasible and effective.

7. Conclusions

A classical partial differential equation inverse source problem often involves Neumann data and Dirichlet data. Unlike the existing methods, in this paper we propose a method using both Neumann and Dirichlet data in a single boundary value problem. We match data in the problem domain rather than on the boundary. Tikhonov regularization methods and finite element methods are applied for obtaining a discrete stable source function. Theoretical and numerical results show that the proposed method is feasible and effective. As is known, a priori information about source function is helpful and has great impact on the solution accuracy for our reconstruction model. Moreover, the regularization parameter plays an important role in the reconstruction, and affects the performance and convergence of Algorithm 5.2. Current research efforts include using an optimal regularization parameter computed from many parameter selecting methods, and application of the coupled complex boundary method to inverse parameter problems as well as time-dependent inverse problems.
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