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Abstract. We consider a general class of systems of overdetermined differential-algebraic equa-
tions (ODAEs). We are particularly interested in extending the application of the symplectic Gauss
methods to Hamiltonian and Lagrangian systems with holonomic constraints. For the numerical
approximation to the solution to these ODAEs, we present specialized partitioned additive Runge–
Kutta (SPARK) methods, and in particular the new class of (s, s)-Gauss–Lobatto SPARK methods.
These methods not only preserve the constraints, symmetry, symplecticness of the flow, and varia-
tional nature of the trajectories of holonomically constrained Hamiltonian and Lagrangian systems,
but they also have an optimal order of convergence 2s.
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1. Introduction. Gauss methods for Hamiltonian systems are known to be sym-
plectic [7, 8, 19, 25, 28]. For Lagrangian systems these methods are also known to
be of a variational nature [21]. The main objective of this paper is to present ex-
tensions of Gauss methods to Hamiltonian and Lagrangian systems with holonomic
constraints. For these systems we have found extensions of Gauss methods preserving
symplecticness, the manifold of constraints, the variational nature of trajectories, and
having an optimal order of convergence. When applied to nonstiff ordinary differen-
tial equations (ODEs), Gauss methods have a maximal order of convergence in the
class of Runge–Kutta (RK) methods [3, 8]. However, for index 3 differential-algebraic
equations (DAEs) such as Hamiltonian systems with holonomic constraints, standard
Gauss methods either are divergent or have a very low order of convergence when the
underlying differentiated constraints are not taken into account [5]. Gauss methods
have thus not been considered of much practical interest for the numerical solution of
high index DAEs. Recently, optimal methods based on Gauss coefficients have been
obtained for index 2 DAEs [18] and have stirred renewed interest in Gauss methods
for DAEs.

In this paper we consider a general class of systems of overdetermined differen-
tial-algebraic equations (ODAEs), including a unified formulation of Hamiltonian and
Lagrangian systems with holonomic constraints. To approximate numerically the
solution to these systems of ODAEs, we present the new class of specialized partitioned
additive Runge–Kutta (SPARK) methods. We make great use of the structure of the
ODAEs. The new class of (s, s)-Gauss–Lobatto SPARK methods extends to these
ODAEs the application of Gauss methods to ODEs. These symmetric methods are
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SPARK METHODS FOR SYSTEMS OF OVERDETERMINED DAES 1815

shown to be superconvergent of order 2s and constraint preserving. Moreover, for
Hamiltonian and Lagrangian systems with holonomic constraints these methods are
shown to be symplectic and to satisfy a discrete variational principle.

The paper is organized as follows. In section 2 we introduce the equations of
Hamiltonian and Lagrangian systems with holonomic constraints. We state some
of their relations and main properties. A unified formulation of Hamiltonian and
Lagrangian systems is presented and generalized to a larger class of systems of ODAEs.
In section 3 we introduce the new class of SPARK methods. Examples of SPARK
methods are given. In section 4 we characterize symplectic SPARK methods and show
their variational nature. In section 5 we give results about existence, uniqueness, local
error, and global convergence of SPARK methods. Finally, in section 6 some numerical
experiments are given to illustrate our theoretical results. A short conclusion is given
in section 7.

Regarding notation, we denote by x′ the total derivative of x with respect to
the independent variable t. For a function f(x, y), we denote by fx(x, y) its partial
derivative with respect to x.

2. Hamiltonian and Lagrangian systems with holonomic constraints. In
this section we introduce the equations of Hamiltonian and Lagrangian systems with
holonomic constraints. For these systems some important relations and properties are
stated [1, 4, 20]. A unified and generalized formulation of Hamiltonian and Lagrangian
systems is presented.

2.1. Hamiltonian systems with holonomic constraints. The Hamiltonian
system with Hamiltonian H : R

n×R
n −→ R and holonomic constraints g : R

n −→ R
m

(m < n) is given by

q′ = HT
p (q, p),(2.1a)

p′ = −HT
q (q, p) − gTq (q)λ,(2.1b)

0 = g(q).(2.1c)

Differentiating (2.1c) once with respect to the independent variable t, we obtain
gq(q)q

′ = 0, and from (2.1a) this leads to

0 = gq(q)H
T
p (q, p).(2.1d)

We assume that gq(q) is of full row rank m and that the Hessian matrix

HT
pp(q, p) is invertible.(2.2)

For example, HT
pp(q, p) is generally assumed to be (strictly) positive definite. Equa-

tions (2.1a,b,c) are DAEs of index 3 in Hessenberg form [2, 6, 9, 12, 15]. The whole
system (2.1) can be considered as a system of index 2 ODAEs. For consistent initial
values, i.e., for (q0, p0) ∈ V , where

V :=
{
(q, p) ∈ R

n × R
n | 0 = g(q), 0 = gq(q)H

T
p (q, p)

}
,(2.3)

we have existence and uniqueness of a solution.
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2.2. Lagrangian systems with holonomic constraints. The Lagrangian
system with Lagrangian L : R

n×R
n −→ R and holonomic constraints g : R

n −→ R
m

(m < n) is given by

q′ = v,(2.4a)

(LT
v (q, v))′ = LT

q (q, v) − gTq (q)λ,(2.4b)

0 = g(q).(2.4c)

Differentiating (2.4c) once with respect to t, we obtain gq(q)q
′ = 0, and from (2.4a)

this leads to

0 = gq(q)v.(2.4d)

We assume that gq(q) is of full row rank m and that the Hessian matrix

LT
vv(q, v) is invertible,(2.5)

for example, LT
vv(q, v) is generally assumed to be (strictly) positive definite. Equa-

tions (2.4a,b,c) are usually called Euler–Lagrange equations and are DAEs of index 3
[15]. The whole system (2.4) can be considered as a system of index 2 ODAEs. For
consistent initial values, i.e., for (q0, v0) ∈ W , where

W := {(q, v) ∈ R
n × R

n | 0 = g(q), 0 = gq(q)v} ,(2.6)

we have existence and uniqueness of a solution. For Lagrangian systems with holo-
nomic constraints (2.4), it is advantageous to consider directly the formulation (2.4b)
instead of

LT
vv(q, v)v

′ = −LT
vq(q, v)v + LT

q (q, v) − gTq (q)λ,(2.7)

since this formulation (2.7) requires an extra term LT
vq(q, v)v which usually corre-

sponds to Coriolis forces; see [14, 15]. Moreover, preserving the Lagrangian symplectic
2-form (2.10) for numerical methods is certainly more problematic with formulation
(2.7) than with (2.4b); see also Corollary 4.2.

2.3. Relations and properties of Hamiltonian and Lagrangian systems
with holonomic constraints. Lagrangian systems are closely related to Hamilto-
nian systems. The momenta p of a Lagrangian system are defined by

p := LT
v (q, v).(2.8)

From (2.5), the relation p − LT
v (q, v) = 0 defines v as an implicit function v(q, p).

Under assumption (2.5) the Lagrangian system (2.4) is equivalent by the change of
variables (2.8) to the Hamiltonian system (2.1) with Hamiltonian

H(q, p) := pT v(q, p) − L(q, v(q, p)).

This is known as a Legendre transform. Assumption (2.5) is equivalent to (2.2). The
velocities of a Hamiltonian system are defined by

v := HT
p (q, p).(2.9)



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

SPARK METHODS FOR SYSTEMS OF OVERDETERMINED DAES 1817

From (2.2), the relation v−HT
p (q, p) = 0 defines p as an implicit function p(q, v). Un-

der assumption (2.2) Hamiltonian system (2.1) is equivalent by the change of variables
(2.9) to Lagrangian system (2.4) with Lagrangian

L(q, v) := pT (q, v)v −H(q, p(q, v)).

This is also a Legendre transform. Under the equivalent assumptions (2.2) and (2.5)
we have the following symmetric relations between Lagrangian systems and their
Hamiltonian counterparts:

pT v = H(q, p) + L(q, v),

p = LT
v (q, v),

v = HT
p (q, p),

In = HT
pp(q, p)L

T
vv(q, v).

Properties of Lagrangian systems can thus be transferred to Hamiltonian systems,
and vice versa. Hence, here we state only five important properties of Lagrangian
systems with holonomic constraints as follows:

1. Any solution to (2.4) must lie on the manifold of constraints W (2.6). In
particular, any initial conditions (q0, v0) at t0 must belong to W .

2. The energy function E(q, v) := Lv(q, v)v − L(q, v) is invariant along a solu-
tion, i.e.,

E(q(t), v(t)) = Const.

3. The flow ϕτ : (q(t), v(t)) �→ (q(t + τ), v(t + τ)) on the manifold of constraints
W preserves the Lagrangian symplectic 2-form

n∑
i=1

dqi ∧ dLvi(q, v) =

n∑
i=1

n∑
j=1

(Lviqj (q, v)dq
i ∧ dqj + Lvivj (q, v)dqi ∧ dvj).(2.10)

4. The action of the Lagrangian∫ tb

ta

L(q(t), v(t)) − gT (q(t))λ(t)dt

is stationary. This is Hamilton’s variational principle. The algebraic variables λ are
Lagrange multipliers associated with the holonomic constraints (2.4c).

5. The flow may be γ-reversible, i.e., ϕτ = γ−1 ◦ ϕ−1
τ ◦ γ for some transfor-

mation γ of the variables (q, v). For example, for conservative mechanical systems
in Lagrangian form, the Lagrangian is given by L(q, v) = T (q, v) − U(q), where
T (q, v) = 1

2v
TM(q)v is the kinetic energy with M(q) being the (strictly) positive

definite symmetric generalized mass matrix, and U(q) is the potential energy. The
flow is γ-reversible with respect to a reflection of the velocities γ : (q, v) �→ (q,−v).
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2.4. Unification and generalization of the formulation of Hamiltonian
and Lagrangian systems with holonomic constraints. We present here a unified
and generalized formulation of Hamiltonian and Lagrangian systems with holonomic
constraints, consisting of a set of implicit ODAEs

y′ = v(y, z),(2.11a)

(p(y, z))′ = f(y, z) + r(y, λ),(2.11b)

0 = g(y),(2.11c)

0 = gy(y)v(y, z).(2.11d)

These equations encompass the formulation of conservative mechanical systems with
constraints of holonomic and scleronomic types [10, 22, 26, 27]. In mechanics the
quantities y, v, p, f, r usually represent, respectively, generalized coordinates, gener-
alized velocities, generalized momenta, generalized forces, and reaction forces due
to the holonomic constraints (2.11c). These equations include Hamiltonian systems
with holonomic constraints (2.1) and Lagrangian systems with holonomic constraints
(2.4). For Hamiltonian systems (2.1) we have q = y, p(y, z) = z, v(y, z) = HT

z (y, z),
f(y, z) = −HT

y (y, z), and r(y, λ) = −gTy (y)λ. For Lagrangian systems (2.4) we have

q = y, v(y, z) = z, p(y, z) = LT
z (y, z), f(y, z) = LT

y (y, z), and r(y, λ) = −gTy (y)λ.
Equation (2.11d) corresponds to 0 = (g(y))′ = gy(y)y

′. The variable t ∈ R is the
independent variable and

y = (y1, . . . , yny )T ∈ R
ny ,

z = (z1, . . . , znz )T ∈ R
nz ,

λ = (λ1, . . . , λnλ)T ∈ R
nλ ,

p : R × R
ny × R

nz −→ R
nz ,

g : R × R
ny −→ R

nλ ,

v : R × R
ny × R

nz −→ R
ny ,

f : R × R
ny × R

nz −→ R
nz ,

r : R × R
ny × R

nλ −→ R
nz .

The variables y, z are called the differential variables and the variables λ are called
the algebraic variables. The latter correspond to Lagrange multipliers when the DAEs
are derived from a constrained variational principle [10, 22]. The initial values y0, z0

at t0 are assumed to be given and consistent, i.e., (2.11c) and (2.11d) must be sat-
isfied. Some differentiability conditions on the above functions are also assumed to
ensure existence and uniqueness of the solution. In a neighborhood of the solution
the following conditions are assumed to be satisfied:

pz is invertible,(2.12a) (
pz −rλ

gyvz O

)
is invertible.(2.12b)
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Differentiating the left-hand side of (2.11b), under the assumption (2.12a) we obtain
the following expression:

z′ = pz(y, z)
−1 (f(y, z) + r(y, λ) − py(y, z)v(y, z)) .(2.13)

Differentiating the constraints (2.11d) leads to

0 = gyy(y) (v(y, z), v(y, z)) + gy(y)(vy(y, z)v(y, z) + vz(y, z)z
′).(2.14)

Introducing the expression for z′ from (2.13) into (2.14), we see that under assumption
(2.12b) equations (2.14) form an implicit system of equations for λ whose solution
exists and is locally unique by application of the implicit function theorem.

Introducing the new variables q, p and the relations

q = y, p = p(y, z),(2.15)

under the assumption (2.12a) we can formally express the differential variables y and
z as (implicit) functions of (q, p), i.e.,

y = q, z = z(q, p).

Defining

V (q, p) := v (q, z (q, p)) , F (q, p) := f (q, z (q, p)) , R(q, λ) := r (q, λ) , G(q) := g (q) ,

the whole system (2.11) can be reformulated in an equivalent way as

q′ = V (q, p),(2.16a)

p′ = F (q, p) + R(q, λ),(2.16b)

0 = G(q),(2.16c)

0 = Gq(q)V (q, p),(2.16d)

and assumption (2.12b) is equivalent to

GqVpRλ is invertible.(2.17)

There is no implicit derivative in (2.16b). Since the application of SPARK meth-
ods (3.2) below is invariant under the change of variables (2.15), for the analysis in
section 5 we can simply consider p(y, z) = z in (2.11b).

3. SPARK methods. After briefly considering the class of standard RK meth-
ods, we introduce the new class of SPARK methods for the ODAEs (2.11). Examples
of SPARK methods are then given.

3.1. Standard RK methods. The standard application of RK methods to the
system of index 3 DAEs (2.11a,b,c) with p(y, z) = z is as follows [6]:

Yi = y0 + h

s∑
j=1

aijv(Yj , Zj) for i = 1, . . . , s,

Zi = z0 + h

s∑
j=1

aij (f(Yj , Zj) + r(Yj ,Λj)) for i = 1, . . . , s,
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0 = g(Yi) for i = 1, . . . , s,

y1 = y0 + h

s∑
j=1

bjv(Yj , Zj),

z1 = z0 + h

s∑
j=1

bj (f(Yj , Zj) + r(Yj ,Λj)) .

For example, the standard s = 1-stage Gauss RK method for Hamiltonian systems
with holonomic constraints (2.1a,b,c), based on the implicit midpoint rule for ODEs,
reads as

Q1 = q0 + h
1

2
HT

p (Q1, P1) =
1

2
(q1 + q0),

P1 = p0 − h
1

2
HT

q (Q1, P1) − h
1

2
gTq (q1)Λ1 =

1

2
(p1 + p0),

0 = g(Q1),

q1 = q0 + hHT
p (Q1, P1),

p1 = p0 − hHT
q (Q1, P1) − hgTq (q1)Λ1.

Unfortunately, this method is in general divergent. More generally, the standard
definition of RK methods does not take advantage of the additive structure of (2.11b)
and of the presence of the two sets of constraints (2.11c,d). A different extension of the
implicit midpoint rule, convergent even for the more general system of ODAEs (2.11),
can be found within the class of SPARK methods (3.2) to be discussed hereafter.
When p(y, z) = z, this extension is given by

Y1 = y0 + h
1

2
v(Y1, Z1) =

1

2
(y1 + y0),(3.1a)

Z1 = z0 + h
1

2
f(Y1, Z1) + h

1

2
r(y0,Λ0),(3.1b)

y1 = y0 + hv(Y1, Z1),(3.1c)

0 = g(y1),(3.1d)

z1 = z0 + hf(Y1, Z1) + h
1

2
r(y0,Λ0) + h

1

2
r(y1,Λ1),(3.1e)

0 = gy(y1)v(y1, z1)(3.1f)

and is named a (1, 1)-Gauss–Lobatto SPARK method; see subsection 3.3. Note that
the quantity Λ0 is local to the current step and does not come from the previous step.
For Hamiltonian systems with holonomic constraints (2.1), we obtain

Q1 = q0 + h
1

2
HT

p (Q1, P1) =
1

2
(q1 + q0),

P1 = p0 − h
1

2
HT

q (Q1, P1) − h
1

2
gTq (q0)Λ0,
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q1 = q0 + hHT
p (Q1, P1),

0 = g(q1),

p1 = p0 − hHT
q (Q1, P1) − h

1

2
gTq (q0)Λ0 − h

1

2
gTq (q1)Λ1,

0 = gq(q1)H
T
p (q1, p1).

For separable Hamiltonian systems of the form H(q, p) = 1
2p

TM−1p + U(q), this
method is equivalent to a method proposed by Reich in [24].

3.2. Definition of SPARK methods. We propose here a class of methods
based on RK coefficients taking advantage of the structure of (2.11), in particular
of the additive and partitioned structure of (2.11a,b) and of the presence of the two
sets of constraints (2.11c,d). The definition of SPARK methods is given below. A
similar application of SPARK methods has been proposed for the numerical solution
of mechanical systems in [15]; see also [16].

Definition 3.1. One step of an (s, s̃)-SPARK method applied to the system of
implicit overdetermined partitioned DAEs (2.11) with consistent initial values (y0, z0)
at t0 and stepsize h is given as follows:

Yi = y0 + h

s∑
j=1

aijv(Yj , Zj) for i = 1, . . . , s,(3.2a)

p(Yi, Zi) = p0 + h

s∑
j=1

âijf(Yj , Zj) + h

s̃∑
j=0

ãijr(Ỹj ,Λj) for i = 1, . . . , s,(3.2b)

Ỹi = y0 + h

s∑
j=1

aijv(Yj , Zj) for i = 0, 1, . . . , s̃,(3.2c)

0 = g(Ỹi) for i = 0, 1, . . . , s̃,(3.2d)

y1 = y0 + h

s∑
j=1

bjv(Yj , Zj),(3.2e)

p(y1, z1) = p0 + h

s∑
j=1

b̂jf(Yj , Zj) + h

s̃∑
j=0

b̃jr(Ỹj ,Λj),(3.2f)

0 = g(y1),(3.2g)

0 = gy(y1)v(y1, z1),(3.2h)

where p0 := p(y0, z0). We have four sets of coefficients (bj , aij , ci), (̂bj , âij), (̃bj , ãij),
(aij , c̃i), where we have defined

ci :=

s∑
j=1

aij for i = 1, . . . , s, c̃i :=

s∑
j=1

aij for i = 0, 1, . . . , s̃.
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Notice that the coefficients (bj , cj)
s
j=1 and (̃bj , c̃j)

s̃
j=0 are generally two distinct quadra-

ture formulas. The SPARK coefficients can be expressed concisely in four Butcher-
style tableaux:

ci aij
A bj

âij

Â b̂j

ãij

Ã b̃j

c̃i aij

A
.

When the RK matrix A = (aij)
s
i,j=1 is invertible we can express the values Ỹi for

i = 0, 1, . . . , s̃ and y1 as linear combinations of y0 and Yj for j = 1, . . . , s as follows:

Ỹi = y0 +

s∑
j=1

ηij(Yj − y0), y1 = y0 +

s∑
j=1

νj(Yj − y0),

where η := AA−1 and νT := bTA−1. An (s, s̃)-SPARK method (3.2) can be seen as
an extension of an s-stage standard (partitioned) RK method for partitioned ODEs

y′ = v(y, z), z′ = f(y, z).

To ensure existence and uniqueness of the SPARK solution (see Theorem 5.1), we
assume the SPARK coefficients satisfy the following conditions:

a0j = 0 for j = 1, . . . , s,(3.3a)

as̃j = bj for j = 1, . . . , s,(3.3b)

s∑
j=1

aijcj =

s∑
j=1

s∑
k=1

aij âjk =

s∑
j=1

s̃∑
k=0

aij ãjk =
c̃2i
2

for i = 0, 1, . . . , s̃,(3.3c)

AÃ =:

(
0 · · · 0

N

)
,

(
N

b̃T

)
is invertible.(3.3d)

Condition (3.3a) implies that c̃0 = 0 and Ỹ0 = y0. Therefore g(Ỹ0) = 0 is automat-
ically satisfied since we assume g(y0) = 0. Such SPARK methods generally do not
require the evaluation of v(y0, z0) and f(y0, z0). However, r(y0,Λ0) is required. Con-

dition (3.3b) implies that g(y1) = 0 is automatically satisfied since g(Ỹs̃) = 0 from

(3.2d) for i = s̃ and y1 = Ỹs̃.

3.3. The (s, s)-Gauss–Lobatto SPARK methods. We are especially inter-
ested in extending Gauss RK methods for ODEs without constraints to corresponding
(s, s)-SPARK methods (3.2) for the ODAEs (2.11) having an optimal order of con-

vergence 2s. The Gauss RK coefficients âij = aij , b̂j = bj can be found, e.g., in [3, 7].
The Gauss RK coefficients satisfy

s∑
i=1

bic
k−1
i =

1

k
, k = 1, . . . , 2s,

s∑
j=1

aijc
k−1
j =

cki
k
, i = 1, . . . , s, k = 1, . . . , s.
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For the coefficients b̃i and c̃i, we take the coefficients of the (s + 1)-stage Lobatto
quadrature formula (c̃0 = 0, c̃s = 1) of order 2s which satisfy

s∑
i=0

b̃ic̃
k−1
i =

1

k
, k = 1, . . . , 2s.

The coefficients aij can be taken according to

s∑
j=1

aijc
k−1
j =

c̃ki
k
, i = 0, 1, . . . , s, k = 1, . . . , s,

and the coefficients ãij are then simply determined by

ãij = b̃j

(
1 − aji

bi

)
, i = 1, . . . , s, j = 0, 1, . . . , s.

These methods are called (s, s)-Gauss–Lobatto SPARK methods. They have order
2s of convergence; see Corollary 5.4. It can be shown that these methods satisfy
conditions (3.3) and

ãi0 = b̃0, ãis = 0, i = 1, . . . , s.

The algebraic variable Λs appears only in (3.2f) and is thus determined by (3.2h).

The (1, 1)-Gauss–Lobatto SPARK method corresponds to the following Butcher-
style tableaux of SPARK coefficients:

1/2 1/2
A 1

1/2

Â 1

1/2 0

Ã 1/2 1/2

0 0
1 1

A

.

We have Ỹ0 = y0 and Ỹ1 = y1. When p(y, z) = z in (2.11b) the method simplifies to
(3.1) for Y1, y1, Z1, z1,Λ0,Λ1.

The (2, 2)-Gauss–Lobatto SPARK method corresponds to the following Butcher-
style tableaux of SPARK coefficients:

1/2 −
√

3/6 1/4 1/4 −
√

3/6

1/2 +
√

3/6 1/4 +
√

3/6 1/4
A 1/2 1/2

1/4 1/4 −
√

3/6

1/4 +
√

3/6 1/4

Â 1/2 1/2

1/6 1/3 −
√

3/6 0

1/6 1/3 +
√

3/6 0

Ã 1/6 2/3 1/6

0 0 0

1/2 1/4 +
√

3/8 1/4 −
√

3/8
1 1/2 1/2

A

.

We have Ỹ0 = y0 and Ỹ2 = y1.

3.4. The Lobatto IIIA-B partitioned RK (PRK) methods. SPARK meth-
ods (3.2) include the Lobatto IIIA-B PRK methods of [12, 13]. For example, the
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(2, 1)-Lobatto IIIA-B SPARK method of order 2 (an extension of the Störmer/leap-
frog/Verlet/RATTLE/ SHAKE methods) corresponds to the following Butcher-style
tableaux of SPARK coefficients:

0 0 0
1 1/2 1/2
A 1/2 1/2

1/2 0
1/2 0

Â 1/2 1/2

1/2 0
1/2 0

Ã 1/2 1/2

0 0 0
1 1/2 1/2

A

.

For this method we have Y1 = Ỹ0 = y0 and Y2 = Ỹ1 = y1. When p(y, z) = z in (2.11b)
the method simplifies to the following equations for y1, Z1 = Z2, z1,Λ0,Λ1:

y1 = y0 + h
1

2
v(y0, Z1) + h

1

2
v(y1, Z2),

Z1 = z0 + h
1

2
f(y0, Z1) + h

1

2
r(y0,Λ0),

0 = g(y1),

z1 = z0 + h
1

2
f(y0, Z1) + h

1

2
f(y1, Z2) + h

1

2
r(y0,Λ0) + h

1

2
r(y1,Λ1)

= Z1 + h
1

2
f(y1, Z2) + h

1

2
r(y1,Λ1),

0 = gy(y1)v(y1, z1).

3.5. The symplectic Euler method. For Hamiltonian systems with holo-
nomic constraints (2.1), the symplectic Euler method [7, 9, 23] is defined as follows:

P1 = p0 − hHT
q (q0, P1) − hgTq (q0)Ψ0,(3.4a)

q1 = q0 + hHT
p (q0, P1),(3.4b)

0 = g(q1),(3.4c)

p1 = p0 − hHT
q (q0, P1) − hgTq (q0)Ψ0 − hgTq (q1)Ψ1 = P1 − hgTq (q1)Ψ1,(3.4d)

0 = gq(q1)H
T
p (q1, p1).(3.4e)

It is a method of order 1 and the two quantities Ψ0, Ψ1 are locally determined by these
equations. The symplectic Euler method can be interpreted as a SPARK method (3.2)
with coefficients

0 0
A 1

1

Â 1

α 0

Ã α 1−α

0 0
1 1

A

,

which we call the “natural” symplectic Euler method. The quantities Ψ0 and Ψ1

correspond to Ψ0 = αΛ0 and Ψ1 = (1 − α)Λ1. Unfortunately, this method does
not satisfy (3.3c), and when applied to the more general problem (2.11) this SPARK
method is generally not convergent [17] when r(y, λ) is nonlinear in λ. A convergent
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extension of the symplectic Euler method to (2.11) (here given when p(y, z) = z in
(2.11b)) is as follows:

Z1 = z0 + hf(y0, Z1) + hαr(y0,Λ0),

y1 = y0 + hv(y0, Z1),

0 = g(y1),

z1 = z0 + hf(y0, Z1) + hα(r(y0,Λ0) − r(y1,Λ0)) + hr(y1, Λ̃1)

= Z1 − hαr(y1,Λ0) + hr(y1, Λ̃1),

0 = gy(y1)v(y1, z1),

with α �= 0. We call this method the “true” symplectic Euler method. It is convergent
of order 1 [17]. It cannot be expressed in the format of a SPARK method (3.2)
when r(y, λ) is nonlinear in λ. When r(y, λ) is affine in λ it is equivalent to the
natural symplectic Euler method, which is symplectic for Hamiltonian systems with
holonomic constraints (2.1) and for Lagrangian systems with holonomic constraints
(2.4); see Theorems 4.1 and 4.2.

4. Symplecticness and variational properties of SPARK methods. The
preservation of the symplecticness of the flow of Hamiltonian and Lagrangian systems
with holonomic constraints by SPARK methods is considered in this section. The
variational properties of the discrete trajectories of symplectic SPARK methods are
also examined.

4.1. Symplectic SPARK methods. For Hamiltonian systems with holonomic
constraints (2.1), SPARK methods whose numerical flow preserves (locally) the sym-
plecticness property are characterized as follows.

Theorem 4.1. We consider Hamiltonian systems with holonomic constraints
(2.1) satisfying the assumptions given in section 2.1. If the SPARK method (3.2)
applied to (2.1) satisfies

b̂i = bi for i = 1, . . . , s,(4.1a)

b̂iaij + bj âji − b̂ibj = 0 for i, j = 1, . . . , s,(4.1b)

b̃iaij + bj ãji − b̃ibj = 0 for i = 0, 1, . . . , s̃, j = 1, . . . , s,(4.1c)

then the numerical flow (q0, p0) �→ (q1, p1) preserves on V (2.3) the symplectic 2-form∑n
i=1 dq

i ∧ dpi.
Proof. We denote

Vj := HT
p (Qj , Pj), Fj := −HT

q (Qj , Pj), Rj := −gTq (Q̃j)Λj .

We have

dqJ1 ∧ dpJ1 − dqJ0 ∧ dpJ0 = h

s∑
i=1

b̂idq
J
0 ∧ dF J

i + h

s̃∑
i=0

b̃idq
J
0 ∧ dRJ

i + h

s∑
j=1

bjdV
J
j ∧ dpJ0

+h2
s∑

j=1

bjdV
J
j ∧

s∑
i=1

b̂idF
J
i + h2

s∑
j=1

bjdV
J
j ∧

s̃∑
i=0

b̃idR
J
i .
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Introducing in the first three terms the following three relations for q0 and p0, respec-
tively:

q0 = Qi − h

s∑
j=1

aijVj , q0 = Q̃i − h

s∑
j=1

aijVj , p0 = Pj − h

s∑
i=1

âjiFi − h

s̃∑
i=0

ãjiRi,

we obtain

n∑
J=1

dqJ1 ∧ dpJ1 −
n∑

J=1

dqJ0 ∧ dpJ0 = h

s∑
i=1

(
b̂i

n∑
J=1

dQJ
i ∧ dF J

i + bi

n∑
J=1

dV J
i ∧ dP J

i

)

+h
s̃∑

i=0

b̃i

(
n∑

J=1

dQ̃J
i ∧ dRJ

i

)

+h2
n∑

J=1

s∑
j=1

s∑
i=1

(
bj b̂i − bj âji − b̂iaij

)
dV J

j ∧ dF J
i

+h2
n∑

J=1

s∑
j=1

s̃∑
i=0

(
bj b̃i − bj ãji − b̃iaij

)
dV J

j ∧ dRJ
i .

The first term vanishes by assumption (4.1a) and

n∑
J=1

(dQJ
i ∧ dF J

i + dV J
i ∧ dP J

i ) = 0;

see [8, Formula (II.16.18)]. The last two terms also vanish by assumptions (4.1b,c).
It remains to show that the second term also vanishes. We have

dRJ
i = −

m∑
L=1

n∑
K=1

∂2gL

∂qK∂qJ
(Q̃i)Λ

L
i dQ̃

K
i −

m∑
L=1

∂gL

∂qJ
(Q̃i)dΛ

L
i .

We thus get

n∑
J=1

dQ̃J
i ∧ dRJ

i = −
m∑

L=1

ΛL
i

(
n∑

J=1

n∑
K=1

∂2gL

∂qK∂qJ
(Q̃i)dQ̃

J
i ∧ dQ̃K

i

)

−
m∑

L=1

(
n∑

J=1

∂gL

∂qJ
(Q̃i)dQ̃

J
i

)
∧ dΛL

i .

Since the second derivative of gL is symmetric the expression in brackets in the first
term vanishes. Moreover, since gL(Q̃i) = 0 the expression in brackets in the second
term also vanishes. This concludes the proof.

Notice that by adding the terms ai0v(y0, z0) in (3.2c) and b0v(y0, z0) in (3.2e),
we obtain in Theorem 4.1 the additional condition (4.1c) for j = 0. For b0 = 0 this

implies ai0 = 0 if b̃i �= 0 (i = 0, 1, . . . , s̃).
A consequence of Theorem 4.1 is the following.
Corollary 4.2. We consider Lagrangian systems with holonomic constraints

(2.4) satisfying the assumptions given in section 2.2. If the SPARK method (3.2)
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applied to (2.4) satisfies (4.1), then the numerical flow (q0, v0) �→ (q1, v1) preserves on
W (2.6) the Lagrangian symplectic 2-form (2.10).

Proof. For systems without constraints this result was stated in [14]. The re-
sult follows from the equivalence between Hamiltonian and Lagrangian systems as
described in section 2.3. Under assumption (2.5), Lagrangian system (2.4) with vari-
ables (q, v) can be reformulated in terms of an equivalent Hamiltonian system (2.1)
with variables (q, p). A SPARK method (3.1) can be formally applied to this Hamilto-
nian system (2.1) and then rewritten in terms of the variables (q, v) of the Lagrangian
form. This is in fact equivalent to applying a SPARK method (3.1) with the same
coefficients directly to Lagrangian system (2.4).

Assuming coefficients (bi, aij) and (̂bi) are given, to satisfy the symplecticness
conditions (4.1b) we must have

âij = b̂j

(
1 − aji

bi

)
for i, j = 1, . . . , s, when bi �= 0.

Assuming coefficients (̃bi, aij) and (bi) are given, to satisfy the symplecticness condi-
tions (4.1c) we must have

ãij = b̃j

(
1 − aji

bi

)
for i = 1, . . . , s, j = 0, 1, . . . , s̃, when bi �= 0.

From the symplecticness condition (4.1c), the assumption a0j = 0 (3.3a) implies bj = 0

or ãj0 = b̃0. We are thus particularly interested in SPARK methods satisfying

ãi0 = b̃0 for i = 1, . . . , s.(4.2)

From the symplecticness condition (4.1c), the assumption as̃j = bj implies bj = 0 or
ãjs̃ = 0. We are thus particularly interested in SPARK methods satisfying

ãis̃ = 0 for i = 1, . . . , s.(4.3)

From this condition the algebraic variable Λs̃ appears only in (3.2f) and is determined
by (3.2h).

4.2. Symplectic SPARK methods are variational integrators. The appli-
cation of a SPARK method to Lagrangian systems (2.4) with holonomic constraints
and consistent initial values q0, v0 at t0, i.e., g(q0) = 0 and gq(q0)v0 = 0, reads as

Qi = q0 + h

s∑
j=1

aijVj for i = 1, . . . , s,(4.4a)

Pi = p0 + h

s∑
j=1

âijFj + h

s̃∑
j=0

ãijRj for i = 1, . . . , s,(4.4b)

Q̃i = q0 + h

s∑
j=1

aijVj for i = 0, 1, . . . , s̃,(4.4c)

0 = g(Q̃i) for i = 0, 1, . . . , s̃,(4.4d)
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q1 = q0 + h

s∑
j=1

bjVj ,(4.4e)

p1 = p0 + h

s∑
j=1

b̂jFj + h

s̃∑
j=0

b̃jRj ,(4.4f)

0 = g(q1),(4.4g)

0 = gq(q1)v1,(4.4h)

where

p0 := LT
v (q0, v0), p1 := LT

v (q1, v1), Pi := LT
v (Qi, Vi) for i = 1, . . . , s,

Fi := LT
q (Qi, Vi) for i = 1, . . . , s, Ri := −gTq (Q̃i)Λi for i = 0, 1, . . . , s̃.

When the SPARK coefficients satisfy symplecticness conditions (4.1), SPARK method
(4.4) can also be derived from a variational point of view following the ideas intro-
duced by Marsden and West [21]. Notice that the variational property in a backward
analysis sense of symplectic PRK integrators was derived in [14]. The nonequivalent
derivation of [7] would consider V1, . . . , Vs as independent variables and would remove
the constraints (4.4b). This derivation would be difficult to apply in our context due
to the presence of holonomic constraints.

Following Marsden and West [21], instead of considering the unknown quantities
in (3.2) as implicit functions of q0, v0, and h, we consider them as implicit functions
of q0, q1, and h. More precisely, assuming g(q0) = 0 and g(q1) = 0 we implicitly define
as functions of q0, q1, and h the quantities p0, p1, v0, v1, Qi, Pi, Vi, Fi for i = 1, . . . , s
and Q̃i, Ri,Λi for i = 0, 1, . . . , s̃ by (4.4), except that we replace (4.4g) g(q1) = 0 by
0 = gq(q0)v0. Formally speaking, we should make a distinction between the solution
of (4.4) and the solution of (4.4) with the equation g(q1) = 0 replaced by 0 = gq(q0)v0.
In any case, the solution to one system is also the solution to the other under the
assumptions g(q0) = 0 and gq(q0)v0 = 0 for the first system of equations and g(q0) = 0
and g(q1) = 0 for the second system of equations.

Considering the discrete action

Ad(q0, q1, h) := h

s∑
i=1

biL(Qi, Vi) − h

s̃∑
i=0

b̃iΛig(Q̃i),

we can show after some lengthy calculations (see the proof of Theorem 4.3) that
when the SPARK coefficients satisfy the symplecticness assumptions (4.1), we have
the relations

p0 = −∇1Ad(q0, q1, h), p1 = ∇2Ad(q0, q1, h).

Therefore, the discrete Euler–Lagrange equations

∇2Ad(qn−1, qn, h) + ∇1Ad(qn, qn+1, h) = 0

are satisfied for n = 1, . . . , N −1. This implies stationarity of the total discrete action

N∑
n=1

Ad(qn−1, qn, h)(4.5)
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with respect to qn for n = 1, . . . , N − 1. This is nothing else but a discrete version
of Hamilton’s principle applied to this sum (4.5). Therefore a SPARK symplectic
integrator is also a variational integrator in this sense; more precisely, we have the
following.

Theorem 4.3. For Lagrangian systems with holonomic constraints (2.4) and
a corresponding SPARK method (4.4), assume q0 and qN are fixed and consistent.
Replace 0 = g(qn+1) for n = 0, 1, . . . , N−1 by 0 = gq(qn)vn. If the SPARK coefficients
satisfy symplecticness assumptions (4.1), then we have a variational integrator in the
sense of Marsden and West [21]; i.e., we have stationarity of the total discrete action
(4.5) with respect to qn for n = 1, . . . , N − 1.

Proof. We show now the relation −∇1Ad(q0, q1, h) = p0. We have

−∂Ad

∂q0
(q0, q1, h) = −h

s∑
i=1

biLq(Qi, Vi)
∂Qi

∂q0
− h

s∑
i=1

biLv(Qi, Vi)
∂Vi

∂q0

+h

s̃∑
i=0

b̃iΛ
T
i

(
gq(Q̃i)

∂Q̃i

∂q0

)
+ h

s̃∑
i=0

b̃ig
T (Q̃i)

∂Λi

∂q0

= −h

s∑
i=1

biF
T
i

⎛⎝I + h

s∑
j=1

aij
∂Vj

∂q0

⎞⎠− h

s∑
i=1

biP
T
i

∂Vi

∂q0

+h

s̃∑
i=0

b̃iΛ
T
i gq(Q̃i)

⎛⎝I + h

s∑
j=1

aij
∂Vj

∂q0

⎞⎠ + h

s̃∑
i=0

b̃ig
T (Q̃i)

∂Λi

∂q0

= −h

s∑
i=1

biF
T
i I − h2

s∑
i=1

s∑
j=1

biaijF
T
i

∂Vj

∂q0

−h

s∑
i=1

bi

⎛⎝pT0 + h

s∑
j=1

âijF
T
j + h

s̃∑
j=0

ãijR
T
j

⎞⎠ ∂Vi

∂q0
− h

s̃∑
i=0

b̃iR
T
i I

−h2
s̃∑

i=0

s∑
j=1

b̃iaijR
T
i

∂Vj

∂q0
+ h

s̃∑
i=0

b̃ig
T (Q̃i)

∂Λi

∂q0

= −h

s∑
j=1

bjF
T
j I − h2

s∑
i=1

s∑
j=1

(bjaji + biâij)F
T
j

∂Vi

∂q0

−pT0 h

s∑
i=1

bi
∂Vi

∂q0
− h2

s∑
i=1

s̃∑
j=0

biãijR
T
j

∂Vi

∂q0
− h

s̃∑
i=0

b̃iR
T
i I

−h2
s̃∑

i=0

s∑
j=1

b̃iaijR
T
i

∂Vj

∂q0
+ h

s̃∑
i=0

b̃ig
T (Q̃i)

∂Λi

∂q0
.

From (4.4e) we have

0 = I + h
s∑

i=1

bi
∂Vi

∂q0
;
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hence

−∂Ad

∂q0
(q0, q1, h) = −h2

s∑
i=1

s∑
j=1

(bjaji + biâij − bjbi)F
T
j

∂Vi

∂q0
+ pT0

−h2
s̃∑

i=0

s∑
j=1

(bj ãji + b̃iaij − b̃ibj)R
T
i

∂Vj

∂q0
+ h

s̃∑
i=0

b̃ig
T (Q̃i)

∂Λi

∂q0
.

From (4.4d) and symplecticness assumptions (4.1) we obtain the desired result of

−∂Ad

∂q0
(q0, q1, h) = pT0 .

The relation ∇2Ad(q0, q1, h) = p1 can be shown in a similar way; thus we skip its
proof.

A consequence of Theorem 4.3 is the following.
Corollary 4.4. For Hamiltonian systems with holonomic constraints (2.1), as-

sume q0 and qN are fixed and consistent. Replace the equations 0 = g(qn+1) for
n = 0, 1, . . . , N − 1 by 0 = gq(qn)Hp(qn, pn). If the SPARK coefficients satisfy sym-
plecticness assumptions (4.1), then we have a variational integrator in the sense of
Marsden and West [21]; i.e., we have stationarity of the total discrete action

N∑
n=1

Ad(qn−1, qn, h)

with respect to qn for n = 1, . . . , N − 1, where

Ad(q0, q1, h) := h

s∑
i=1

bi
(Qi, Pi) − h

s̃∑
i=0

b̃iΛ
T
i g(Q̃i)

and where 
(q, p) := pTHT
p (q, p) −H(q, p).

Proof. The result follows from the equivalence between Hamiltonian and La-
grangian systems described in section 2.3. Under assumption (2.2), Hamiltonian
system (2.1) with variables (q, p) can be reformulated in terms of an equivalent La-
grangian system (2.4) with variables (q, v). A SPARK method (3.1) can be formally
applied to this Lagrangian system (2.1) and then rewritten in terms of the variables
(q, p) of the Hamiltonian form. This is in fact equivalent to applying a SPARK method
(3.1) with the same coefficients directly to Hamiltonian system (2.1).

5. Analysis of SPARK methods. In this section we give results about ex-
istence, uniqueness, local error, and global convergence of SPARK methods. Since
SPARK methods are invariant under the change of variables (2.15) (see (2.16) and
(2.17)), for the analysis we can simply consider p(y, z) = z in (2.11b), under the
assumption

gyvzrλ is invertible.

5.1. Existence and uniqueness. Generally there does not exist a solution to
the nonlinear system of Definition 3.1 without any assumption on the coefficients of
the SPARK method. For consistent SPARK methods satisfying (3.3), existence and
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uniqueness for the nonlinear system can be shown under some additional assumptions
(see Theorem 5.1). A very accurate value for λ1 may be unnecessary. For a consistent
SPARK method, by (3.3b) we have c̃s̃ = 1. Hence, a fairly good choice for λ1 is given
by λ1 := Λs̃ if one is not interested in enforcing constraints (2.14). The accuracy of the
numerical λ-component does not influence the convergence of the (y, z)-components
and the properties of the SPARK method. Existence and uniqueness for the system
of nonlinear equations of SPARK methods (3.1) are shown in the following theorem.

Theorem 5.1. Suppose that y0 = y0(h), z0 = z0(h), λ0 = λ0(h) satisfy

0=g(y0),(5.1a)

O(h2)=gy(y0)v(y0, z0),(5.1b)

O(h)=gyy(y0)(v(y0, z0), v(y0, z0)) + gy(y0)vy(y0, z0)v(y0, z0)(5.1c)

+ gy(y0)vz(y0, z0)(f(y0, z0) + r(y0, λ0)),

where (2.12) is satisfied in a neighborhood of (y0, z0, λ0). Then for SPARK methods
satisfying (3.3) and |h| ≤ h0 there exists a locally unique SPARK solution of

0=Yi − y0 − h

s∑
j=1

aijv(Yj , Zj) for i = 1, . . . , s,(5.2a)

0=Zi − z0 − h

s∑
j=1

âijf(Yj , Zj) − h

s̃∑
j=0

ãijr(Ỹj ,Λj) for i = 1, . . . , s,(5.2b)

0= Ỹi − y0 − h

s∑
j=1

aijv(Yj , Zj) for i = 0, 1, . . . , s̃,(5.2c)

0=g(Ỹi) for i = 0, 1, . . . , s̃,(5.2d)

0=y1 − y0 − h

s∑
j=1

bjv(Yj , Zj),(5.2e)

0=z1 − z0 − h

s∑
j=1

b̂jf(Yj , Zj) − h

s̃∑
j=0

b̃jr(Ỹj ,Λj),(5.2f)

0=g(y1),(5.2g)

0=gy(y1)v(y1, z1),(5.2h)

which satisfies

Yi − y0 = O(h) for i = 1, . . . , s,

Ỹ0 = y0, Ỹi − y0 = O(h) for i = 1, . . . , s̃, y1 = Ỹs̃,

Zi − z0 = O(h) for i = 1, . . . , s, z1 − z0 = O(h),

Λi − λ0 = O(h) for i = 0, 1, . . . , s̃.
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Proof. The proof of this theorem can be done by application of the implicit
function theorem, as in the proof of [12, Theorem V.4.1]. We have Ỹ0 = y0; hence

g(Ỹ0) = 0 is automatically satisfied by assumption. We have Ỹs̃ = y1; hence (5.2g) can

be removed since it is equivalent to (5.2d) for i = s̃. We expand g(Ỹi) for i = 1, . . . , s̃
and v(Yi, Zi) for i = 1, . . . , s into Taylor series around y0

g(Ỹi)=g(y0) + gy(y0)(Ỹi − y0)

+

∫ 1

0

(1 − τ)gyy(y0 + τ(Ỹi − y0))dτ(Ỹi − y0, Ỹi − y0),

v(Yi, Zi)=v(y0, z0) +

∫ 1

0

vy(y0 + τ(Yi − y0), z0 + τ(Zi − z0))dτ(Yi − y0)

+

∫ 1

0

vz(y0 + τ(Yi − y0), z0 + τ(Zi − z0))dτ(Zi − z0)

=v(y0, z0) + h

∫ 1

0

vy(y0 + τ(Yi − y0), z0 + τ(Zi − z0))dτ

s∑
j=1

aijv(Yj , Zj)

+h

∫ 1

0

vz(y0 + τ(Yi − y0), z0 + τ(Zi − z0))dτ

⎛⎝ s∑
j=1

âijf(Yj , Zj) +

s̃∑
j=0

ãijr(Ỹj ,Λj)

⎞⎠ .

Dividing g(Ỹi) by h2 and replacing the terms Ỹi − y0, Yi − y0, and Zi − z0 by using
(5.2a,b,c), we obtain

1

h2
g(Ỹi)=

1

h2
g(y0) +

1

h

s∑
j=1

aijgy(y0)v(Yj , Zj)

+

s∑
j=1

s∑
k=1

aijaik

∫ 1

0

(1 − τ)gyy(y0 + τ(Ỹi − y0))dτ(v(Yj , Zj), v(Yk, Zk))

=
1

h2
g(y0) +

1

h

s∑
j=1

aijgy(y0)v(y0, z0)

+

s∑
j=1

s∑
k=1

aijajkgy(y0)

∫ 1

0

vy(y0 + τ(Yj − y0), z0 + τ(Zj − z0))dτv(Yk, Zk)

+

s∑
j=1

s∑
k=1

aij âjkgy(y0)

∫ 1

0

vz(y0 + τ(Yj − y0), z0 + τ(Zj − z0))dτf(Yk, Zk)

+
s∑

j=1

s̃∑
k=0

aij ãjkgy(y0)

∫ 1

0

vz(y0 + τ(Yj − y0), z0 + τ(Zj − z0))dτr(Ỹk,Λk)

+

s∑
j=1

s∑
k=1

aijaik

∫ 1

0

(1 − τ)gyy(y0 + τ(Ỹi − y0))dτ(v(Yj , Zj), v(Yk, Zk)).
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By (3.3c), for the values Yi := y0, Ỹi := y0, Zi := z0, and Λi = λ0 we obtain

1

h2
g(Ỹi)=

c̃2i
2

(
gy(y0)vy(y0, z0)v(y0, z0) + gy(y0)vz(y0, z0)f(y0, z0)

+ gy(y0)vz(y0, z0)r(y0, λ0) + gyy(y0)(v(y0, z0), v(y0, z0)
))

= O(h).

Hence the values Yi(0) := y0(0), Ỹi(0) := y0(0), Zi(0) := z0(0), and Λi(0) = λ0(0)
satisfy (5.2a,b,c) and

0 =
1

h2
g(Ỹi)(5.3)

=

s∑
j=1

s∑
k=1

aijajkgy(y0)

∫ 1

0

vy(y0 + τ(Yj − y0), z0 + τ(Zj − z0))dτv(Yk, Zk) + · · · .

Similarly we have

gy(y1)=gy(y0) +

∫ 1

0

gyy(y0 + τ(y1 − y0))dτ(y1 − y0, ·)

=gy(y0) + h

s∑
j=1

bj

∫ 1

0

gyy(y0 + τ(y1 − y0))dτ(v(Yj , Zj), ·),

v(y1, z1)=v(y0, z0) +

∫ 1

0

vy(y0 + τ(y1 − y0), z0 + τ(z1 − z0))dτ(y1 − y0)

+

∫ 1

0

vz(y0 + τ(y1 − y0), z0 + τ(z1 − z0))dτ(z1 − z0)

=v(y0, z0) + h

∫ 1

0

vy(y0 + τ(y1 − y0), z0 + τ(z1 − z0))dτ

s∑
j=1

bjv(Yj , Zj)

+h

∫ 1

0

vz(y0 + τ(y1 − y0), z0 + τ(z1 − z0))dτ

⎛⎝ s∑
j=1

b̂jf(Yj , Zj) +

s̃∑
j=0

b̃jr(Ỹj ,Λj)

⎞⎠ .

Hence, dividing gy(y1)v(y1, z1) by h, we obtain

1

h
gy(y1)v(y1, z1)=

1

h
gy(y0)v(y0, z0)

+

s∑
j=1

bjgy(y0)

∫ 1

0

vy(y0 + τ(y1 − y0), z0 + τ(z1 − z0))dτv(Yj , Zj)

+

s∑
j=1

b̂j

∫ 1

0

vz(y0 + τ(y1 − y0), z0 + τ(z1 − z0))dτf(Yj , Zj)

+

s̃∑
j=0

b̃j

∫ 1

0

vz(y0 + τ(y1 − y0), z0 + τ(z1 − z0))dτr(Ỹj ,Λj)

+

s∑
j=1

bj

∫ 1

0

gyy(y0 + τ(y1 − y0))dτ(v(Yj , Zj), v(y1, z1)).
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By consistency
∑s

j=1 bj = 1,
∑s

j=1 b̂j = 1,
∑s̃

j=0 b̃j = 1, for the values Yi := y0,

Ỹi := y0, y1 := y0, Zi := z0, z1 := z0, and Λi = λ0, we obtain

1

h
gy(y1)v(y1, z1)=gy(y0)vy(y0, z0)v(y0, z0) + gy(y0)vz(y0, z0)f(y0, z0)

+ gy(y0)vz(y0, z0)r(y0, λ0) + gyy(y0)(v(y0, z0), v(y0, z0)) = O(h).

Hence the values Yi(0) := y0(0), Ỹi(0) := y0(0), y1(0) := y0(0), Zi(0) := z0(0),
z1(0) := z0(0), and Λi(0) = λ0(0) satisfy

0=
1

h
gy(y1)v(y1, z1)(5.4)

=

s∑
j=1

bjgy(y0)

∫ 1

0

vy(y0 + τ(y1 − y0), z0 + τ(z1 − z0))dτv(Yj , Zj) + · · · .

Replacing y1 and z1 in (5.3)–(5.4) by using (5.2e,f), and using tensor matrix product
notations, we see that the Jacobian of (5.2a,b,c), (5.3), and (5.4) with respect to Yi

(i = 1, . . . , s), Zi (i = 1, . . . , s), Ỹi (i = 1, . . . , s̃), and Λi (i = 0, 1, . . . , s̃) is of the form⎛⎜⎜⎜⎜⎜⎜⎜⎝

Isny + O(h) O O(h) O

O(h) Isnz + O(h) O(h) O(h)

O(h) O(h) Is̃ny
O

O(1) O(1) O(1)

(
N

b̃T

)
⊗ gy(y0)vz(y0, zo)rλ(y0, λ0) + O(h)

⎞⎟⎟⎟⎟⎟⎟⎟⎠
with N as defined in (3.3d). This Jacobian matrix is invertible for |h| ≤ h0 suffi-
ciently small. Therefore, the implicit function theorem yields the existence of a locally
unique solution to (5.2a,b,c), (5.3), and (5.4), and hence to the corresponding SPARK
method (5.2).

5.2. Local error of the (s, s)-Gauss–Lobatto SPARK methods. A thor-
ough local error analysis of the whole class of SPARK methods (3.2) based on using
simplifying assumptions is beyond the scope of this paper. SPARK methods include a
class of PRK methods whose local error analysis based on trees is long and technical
[12, 13]. For Lobatto IIIA-B methods, an alternative proof using the idea of discon-
tinuous collocation can be found in [7, section VII.1]. Here we will analyze only the
local error of the (s, s)-Gauss–Lobatto SPARK methods as defined in subsection 3.3.

Theorem 5.2. Consider the system of ODAEs (2.11), consistent initial values
y0, z0 at t0, where (2.12) is satisfied in a neighborhood of (y0, z0, λ0). Then for |h| ≤ h0

the local error of the (s, s)-Gauss–Lobatto SPARK methods satisfies

y1 − y(t0 + h) = O(h2s+1), z1 − z(t0 + h) = O(h2s+1).(5.5)

Proof. For the proof we can consider p(y, z) = z in (2.11b). To prove this theorem
we use the same techniques of proof as used in [11] for collocation methods. We define

the polynomials Y (t), Ỹ (t), Z(t), and Λ(t) of degree s by

Y (t)=
s∑

i=0


i

(
t− t0
h

)
Yi, Ỹ (t) =

s∑
i=0


̃i

(
t− t0
h

)
Ỹi,
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Z(t)=

s∑
i=0


i

(
t− t0
h

)
Zi, Λ(t) =

s∑
i=0


̃i

(
t− t0
h

)
Λi,

where


i(τ) :=

s∏
j=0
j �=i

(
τ − cj
ci − cj

)
, 
̃i(τ) :=

s∏
j=0
j �=i

(
τ − c̃j
c̃i − c̃j

)
,

c0 := 0, Y0 := y0, and Z0 := z0. We have Y (t0) = Ỹ (t0) = y0, Z(t0) = z0, Y (t0 +h) =

Ỹ (t0 + h) = y1, Z(t0 + h) = z1, and

Y ′(t)=v(Y (t), Z(t)) + δ(t),(5.6a)

Ỹ ′(t)=v(Y (t), Z(t)) + δ̃(t),(5.6b)

Z ′(t)=f(Y (t), Z(t)) + r(Ỹ (t),Λ(t)) + μ(t),(5.6c)

0=g(Ỹ (t)) + θ̃(t),(5.6d)

0=gy(Ỹ (t))(v(Y (t), Z(t)) + δ̃(t)) + θ̃′(t),(5.6e)

with defects δ(t), δ̃(t), μ(t), θ̃(t) satisfying

δ(t0 + cih)=0 for i = 1, . . . , s,

δ̃(t0 + c̃ih)=0 for i = 0, 1, . . . , s,

μ(t0 + cih)=0 for i = 1, . . . , s,

θ̃(t0 + c̃ih)=0 for i = 0, 1, . . . , s,

θ̃′(t0)=−gy(Ỹ (t0))δ̃(t0) = 0,

θ̃′(t0 + h)=−gy(Ỹ (t0 + h))δ̃(t0 + h) = 0.

The exact solution (y(t), y(t), z(t), λ(t)) satisfies the same above relations (5.6) with

δ(t) ≡ 0, δ̃(t) ≡ 0, μ(t) ≡ 0, and θ̃(t) ≡ 0. One more differentiation of (5.6e) yields

0=gyy(Ỹ (t))(v(Y (t), Z(t)) + δ̃(t), v(Y (t), Z(t)) + δ̃(t))

+ gy(Ỹ (t))vy(Y (t), Z(t))(v(Y (t), Z(t)) + δ(t))

+ gy(Ỹ (t))vz(Y (t), Z(t))(f(Y (t), Z(t)) + r(Ỹ (t),Λ(t)) + μ(t))

+ gy(Ỹ (t))δ̃′(t) + θ̃′′(t).

We can express Λ(t) from this equation as an implicit function

Λ(t) = Υ(Y (t), Ỹ (t), Z(t), δ(t), δ̃(t), δ̃′(t), μ(t), θ̃′′(t)).
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Inserting this relation into (5.6c), we obtain the system of ODEs

Y ′(t)=v(Y (t), Z(t)) + δ(t),

Ỹ ′(t)=v(Y (t), Z(t)) + δ̃(t),

Z ′(t)=f(Y (t), Z(t)) + r(Ỹ (t),Υ(Y (t), Ỹ (t), Z(t), δ(t), δ̃(t), δ̃′(t), μ(t), θ̃′′(t))) + μ(t).

To apply the Gröbner–Alekseev formula [8, Theorem I.14.5] we need the defect d(t) :=
(d1(t), d2(t), d3(t))

T :

d1(t) :=Y ′(t) − v(Y (t), Z(t)) = δ(t),

d2(t) := Ỹ ′(t) − v(Y (t), Z(t)) = δ̃(t),

d3(t) :=Z ′(t) − f(Y (t), Z(t)) − r(Ỹ (t),Υ(Y (t), Ỹ (t), Z(t), 0, 0, 0, 0, 0)).

We have

d3(t) = Φ3(t, 1) − Φ3(t, 0) =

∫ 1

0

∂Φ3

∂τ
(t, τ)dτ,

where

Φ3(t, τ) := r(Ỹ (t),Υ(Y (t), Ỹ (t), Z(t), τδ(t), τ δ̃(t), τ δ̃′(t), τμ(t), τ θ̃′′(t))) + τμ(t).

Hence, we get

d3(t) = Q1(t)δ(t) + Q2(t)δ̃(t) + Q3(t)δ̃
′(t) + (I + Q4(t))μ(t) + Q5(t)θ̃

′′(t),

where we give only the expressions of Q3(t) and Q5(t):

Q3(t)=−
∫ 1

0

(rλ(gyvzrλ)−1gy)(Y (t), Ỹ (t), Z(t),Υ(Y (t), Ỹ (t),

Z(t), τδ(t), τ δ̃(t), τ δ̃′(t), τμ(t), τ θ̃′′(t))dτ,

Q5(t)=−
∫ 1

0

(rλ(gyvzrλ)−1(Y (t), Ỹ (t), Z(t),Υ(Y (t), Ỹ (t),

Z(t), τδ(t), τ δ̃(t), τ δ̃′(t), τμ(t), τ θ̃′′(t))dτ.

We denote the resolvent of the exact solution

R(t, s) := R(t, s, ys, Ỹs, zs) =
∂(y, Ỹ , z)

∂(ys, Ỹs, zs)
(t, s, ys, Ỹs, zs).

From the Gröbner–Alekseev formula we have⎛⎝ Y (t) − y(t)

Ỹ (t) − y(t)
Z(t) − z(t)

⎞⎠ =

∫ t

t0

R(t, s)d(s)ds

=

∫ t

t0

S1(t, s)δ(s) + S2(t, s)δ̃(s) + S3(t, s)δ̃
′(s) + S4(t, s)μ(s) + S5(t, s)θ̃

′′(s)ds,
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where

S1(t, s)=R(t, s)

⎛⎝ I
O

Q1(s)

⎞⎠ , S2(t, s)=R(t, s)

⎛⎝ O
I

Q2(s)

⎞⎠ ,

S3(t, s)=R(t, s)

⎛⎝ O
O

Q3(s)

⎞⎠ , S4(t, s)=R(t, s)

⎛⎝ O
O

I + Q4(s)

⎞⎠ ,

S5(t, s)=R(t, s)

⎛⎝ O
O

Q5(s)

⎞⎠ .

Hence, by integration by parts, we obtain⎛⎝ Y (t) − y(t)

Ỹ (t) − y(t)
Z(t) − z(t)

⎞⎠= S3(t, s)δ̃(s) −
∂S5

∂s
(t, s)θ̃(s) + S5(t, s)θ̃

′(s)

∣∣∣∣t
s=t0

+

∫ t

t0

σ(t, s)ds +

∫ t

t0

σ̃(t, s)ds,

where

σ(t, s) :=S1(t, s)δ(s) + S4(t, s)μ(s),

σ̃(t, s) :=

(
S2(t, s) −

∂S3

∂s
(t, s)

)
δ̃(s) +

∂2S5

∂s2
(t, s)θ̃(s).

We have δ̃(t0) = 0 = δ̃(t0 + h), θ̃(t0) = 0 = θ̃(t0 + h), θ̃′(t0) = 0 = θ̃′(t0 + h); hence
at t = t0 + h we are left with⎛⎝ y1 − y(t0 + h)

y1 − y(t0 + h)
z1 − z(t0 + h)

⎞⎠=

∫ t0+h

t0

σ(t0 + h, s)ds +

∫ t0+h

t0

σ̃(t0 + h, s)ds.

Applying the Gauss quadrature formula with s nodes of order 2s for the first integral,
and the Lobatto quadrature formula with s + 1 nodes of order 2s for the second
integral, we obtain∫ t0+h

t0

σ(t0 + h, s)ds = h

s∑
i=1

σ(t0 + h, t0 + cih) + O(h2s+1),

∫ t0+h

t0

σ̃(t0 + h, s)ds = h

s∑
i=0

σ̃(t0 + h, t0 + c̃ih) + O(h2s+1),

and since σ(t, t0 + cih) = 0 for i = 1, . . . , s and σ̃(t, t0 + c̃ih) = 0 for i = 0, 1, . . . , s,
this leads to the desired result (5.5).
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5.3. Global convergence of SPARK methods. Once local error estimates
of SPARK methods are known, global convergence results can be obtained without
too much difficulty.

Theorem 5.3. Consider the system of ODAEs (2.11) under assumptions (2.12)
and a SPARK method (3.2) of local order p satisfying assumptions (3.3). Then it is
globally convergent of order p, i.e.,

yn − y(tn) = O(hp), zn − z(tn) = O(hp)

for tn − t0 = nh ≤ Const.
Proof. For the proof we can consider p(y, z) = z in (2.11b). Replacing (5.2d,g,h),

respectively, by

g(Ỹi)=g(y0) + hc̃igy(y0)v(y0, z0) for i = 0, 1, . . . , s̃,

g(y1)=g(y0) + hgy(y0)v(y0, z0),

gy(y1)v(y1, z1)=gy(y0)v(y0, z0)

extends the definition of SPARK methods to a neighborhood of (y0, z0) in R
ny ×R

nz ;
i.e., SPARK methods are not restricted to just the manifold of constraints {(y, z) ∈
R

ny × R
nz |0 = g(y), 0 = gy(y)v(y, z)}. Hence, SPARK methods can be locally ex-

pressed as a mapping (
yn+1

zn+1

)
=

(
yn
zn

)
+ hnΦ(hn, yn, zn)

from R
ny ×R

nz to R
ny ×R

nz . Hence, classical convergence results, like those for RK
methods applied to ODEs, can then be applied [8].

For the (s, s)-Gauss–Lobatto SPARK methods, as a consequence of Theorem 4.1,
Corollary 4.2, Theorem 4.3, Corollary 4.4, and Theorems 5.2 and 5.3, we can now
state a major result of this paper.

Corollary 5.4. Consider the system of ODAEs (2.11) under assumptions
(2.12). The (s, s)-Gauss–Lobatto SPARK method (3.2) is constraint-preserving, sym-
metric, and of maximal order 2s, i.e.,

yn − y(tn) = O(h2s), zn − z(tn) = O(h2s)

for |tn − t0| ≤ Const and h := max(|h1|, . . . , |hn|). For holonomically constrained
Hamiltonian systems (2.1) and Lagrangian systems (2.4) these methods are also sym-
plectic and variational.

6. Numerical experiments. Figure 6.3
To illustrate Corollary 5.4, we have applied (s, s)-Gauss–Lobatto SPARK methods

with constant stepsize h to the following system of ODAEs:(
y′1
y′2

)
=

(
2z1

−z2

)
,(6.1a)

(
z′1
z′2

)
=

(
2y1y2z1z2 − y1z1z2

z1 − y1z
3
2

)
+

(
y1y2λ

2
1

−√
y1λ1

)
,(6.1b)

0=y1y
2
2 − 1,(6.1c)

0=2y2(z1y2 − y1z2).(6.1d)
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Fig. 6.1. Global error in y at tn = 1 of (s, s)-Gauss–Lobatto SPARK methods (s = 1, 2) applied
with various constant stepsizes h to the test problem (6.1).
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Fig. 6.2. Global error in z at tn = 1 of (s, s)-Gauss–Lobatto SPARK methods (s = 1, 2) applied
with various constant stepsizes h to the test problem (6.1).

For the initial conditions y1(0) = y2(0) = z1(0) = z2(0) = 1 at t0 = 0, the ex-
act solution to this test problem is given by y1(t) = z1(t) = e2t, y2(t) = z2(t) =
e−t, λ1(t) = et. We have plotted in Figures 6.1 and 6.2 the global errors for the y-
and z-components at tn = 1 with respect to various constant stepsizes h. Logarithmic
scales have been used so that a curve appears as a straight line of slope k whenever
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Fig. 6.3. Error in Hamiltonian of (s, s)-Gauss–Lobatto SPARK methods (s = 1, 2) applied with
constant stepsize h = 0.12 to the test problem (6.2).

the leading term of the global error is of order k, i.e., when ‖yn−y(tn)‖ = O(hk). For
the (s, s)-Gauss–Lobatto SPARK methods with s = 1, 2 of order 2s = 2, 4 we observe
straight lines of slope 2s = 2, 4, thus confirming the orders of convergence predicted
by Corollary 5.4.

As a second test problem, we consider the motion of a particle of mass m and
electric charge e under the influence of an electric field (0, 0, E)T and a magnetic field
(0, 0, B)T and restricted to a sphere of radius R [4, Problem 7.16]. This system can
be described in term of Cartesian coordinates (q1, q2, q3)

T and generalized momenta
(p1, p2, p3)

T with a nonseparable Hamiltonian

H =
1

2m
((p1 + mωq2)

2 + (p2 −mωq1)
2 + p2

3) − eEq3(6.2a)

with ω := eB/(2mc) and holonomic constraint√
q2
1 + q2

2 + q2
3 −R = 0.(6.2b)

We choose the parameters

m = 1, ω = 1, R = 1, eE = 1

and initial conditions

q1(0) = 0.2, q2(0) = 0.2, q3(0) =
√

0.92, p1(0) = 1, p2(0) = −1, p3(0) = 0.

In Figure 6.3 we plot the Hamiltonian error of (s, s)-Gauss–Lobatto SPARK methods
(s = 1, 2) applied with constant stepsize h = 0.12 to this system. As expected for a
symplectic integrator, we observe that the Hamiltonian error remains bounded and
small over long-time intervals.
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7. Conclusion. We have considered a general class of ODAEs, and, more partic-
ularly, a unified formulation of Hamiltonian and Lagrangian systems with holonomic
constraints. We have defined the application of SPARK methods for these systems,
including in particular the new (s, s)-Gauss–Lobatto SPARK methods and also well-
known schemes such as the Lobatto IIIA-B PRK methods. SPARK methods preserve
the constraints. The (s, s)-Gauss–Lobatto SPARK methods have been proved to be
of optimal order of convergence 2s. For Hamiltonian and Lagrangian systems with
holonomic constraints, these methods have also been shown to be symplectic and to
preserve the variational nature of trajectories.
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