





Thm &": If A is a SQUARE n x n matrix, then the following 0.) The column vectors of A form a basis for ™.

are equivalent. [every vector in R™ can be written uniquely as a linear
a) A is invertible. combination of the columns of A]. =
b.) The row-reduced echelon form of A is I,, the identity p.) Col A= R". .V\Nv = E K D
matTix. g.) dim Co! A =n. oh W&Y
¢.) An echelon form of A has n leading entries r.) rank of A = n. ¢ o &
[I.e., every column of an echelon form of A is a leading s.) Nul A = {0} / I fov X
entry column — no free variables]. (A square => A has . . u ¢o v\A.. p O
leading entry in every column if and only if A has leading t.) dim Nul A=0. A m\\ - 2
entry in every row). w.) A has nullity 0. . S 2 \_\\.'v X
d.) The column vectors of A are linearly independent. -

) s of A are inealy indepen VI 220 15 potu, (P

e.) Az = 0 has only the trivial solution. = elgenveken |

Rank(A llity(A) = Number of columns of A.
f.) Az = b has at most one sol’'n for any b. ank(A4) + nullity(4) = 0

g.) Az = b has a unique sol’n for any b. Ex. 2) Suppose A is a 9X4 matrix.
h.) Az = b is consistent for every n x 1 matrix b. If Rank(A) = 4, then nullity(A) =
i.) Az = b has at least one sol'n for any b. Ax = 0 has solutions.
j-) The column vectors of A span R". Ax = b has solutions.

[every vector in R™ can be written as a linear combination
of the columns of AJ.

k.) There is a square matrix C such that CA = I. If Rank(A) = 3, then nullity(A4) =

1.) There is a square matrix D such that AD = I. Ax =0 has solutions.

m.) AT is invertible. Ax = b has moEEoum \&
n.) A is expressible as a product of elementary matrices. H .“ Nu =0 IS &~ £ . K
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5.1: Eigenvalues and Eigenvectors A S

Defn; X is an eigenvalue ,

nonzero vector x such that!
'-"‘

The vector x is said to be an elgenvector corresponding to
the eigenvalue A.

Thus -1 is an eigenvalue of A and is a corresponding

eigenvector of A.

Note [5 N 5} / 6

Thus 5 is an eigenvalue of A and {

eigenvector of A. \/
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1} is a corresponding
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Note [5 O} tS} = L(J £ k [8i| for any k.
Thus [é] is NOT an eigenvector of A.
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MOTIVATION:

wlt]- [l
(el

Thus A {;]

Finding eigenvalues:
Suppose Ax = Ax (Note A is a SQUARE matrix}).

Then Ax = AIx where [ is the identity matrix.

ThusAx—)\IXZM—)\I)x:i/ DX _—_-0

Thus if Ax = Ax for a nonzero x, then SA Al)x =0 has a

nonzero solution. L/-\,——/ :

Thus det(A — A\I)§ = 0. " / <

Note that the eigenvectors corresponding to A are the nonzero
solutions of (A — A)x =20




Thus to find the eigenvalues of A and their corresponding
elgenvectors:

Step 1: Find eigenvalues: Solve the equation A r&c
[&et A — AI) =0 for 5. o ch4 &i “Hbr)

Step 2: For cach eigenvalue )\g, find its corresponding eigen-
vectors by solving the homogenecous System of equations

Z(A Aol)x = 0 for x.

Defn: det(A — M) = 0 is the characteristic equation of A.

Thm 3: The eigenvalues of an upper triangular or lower tri-
angular matrix (including diagonal matrices) are identical to
its diagonal entries.

Defn: The eigenspace corresponding to an cigenvalue Ay of
a matrix A is the set of all solutions of (A — Agl)x = 0.

Note: An eigenspace is a vector space
The vector 0 is always in the eigenspace.
The vector 0 is never an eigenvector.
The number 0 can be an eigenvalue.

Thm: A square matrix is invertible if and only if A = 0 is not
an eigenvalue of A.
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