Ch 2 partial review:
Recall W is a subspace of R" (vector space) if W is

closed under scalar multiplication and vector addition.

I.e., W is a subspace of R" if
vi,Vve in W implies ¢1vq 4+ cove in W.

Note if W is a finite dimensional subspace, then for
some vectors wi,wsg, ..., Wi in W:
W = span{wi,wa, ..., Wi }

= {cyw1 + cowa + ... + Wk | ¢; € R}

— the set of all linear combinations of the vectors
Wi, Wo, ..., Wgk.

Examples:

The column space of A = [a; as ... ay]
= {cia; + cpags + ... + cha, | ¢; € R}

= {b | Ax = b has at least one solution }
1S a subspace.



Nullspace of A = solution set of Ax = 0 is a subspace:

If vq1,vso are solutions to Ax = 0, then c; vy + cavy is
also a solution:

The solution set of Ax = b is NOT a subspace unless
b =0:

If vq1,vs are solutions to Ax = b, then ¢;vy 4 covay is
a solution to

Ch 5: The eigenspace corresponding to an eigenvalue
A 1S a subspace.



Defn: Let W be a subspace of R*. A set T is a basis
for W if
i.) 7T is linearly independent and

ii.) 7 spans W.

ILe.,
T is the smallest collections of vectors that span W.

Basis thm: Let W be a p-dimensional subspace of R".

i.) If W = span{w,...,w,}, then {wi,...,w,} is a
basis for W.

ii.) If vy, ..., v, are linearly independent vectors in W,
then {vy,...,v,} is a basis for W.

Thm: All basis for a finite-dimensional vector space
have the same number of elements.

Defn:
dim(V') = the dimension of a finite-dim vector sp V
= the number of vectors in any basis for V.

If dim(V') =n, then V is said to be n-dimensional.

rank A = Rank of a matrix A = dimension of Col A
= number of pivot columns of A.

nullity of A = dimension of Nul A
= number of free variables.



Rank(A) + nullity(A) = Number of columns of A.

That is,
The number The number The number
of pivots + of free variables = of columns
of A of A of A

Ex. 1) Suppose A is a 5X7 matrix.
If Rank(A) = 4, then nullity(A) =

Ax = 0 has solutions.

Ax = b has solutions.

If Rank(A) = 5, then nullity(A) =

Ax = 0 has solutions.

Ax = b has solutions.

If Rank(A) = 5, the column space of A =



3.3: Cramer’s Rule, Adjoint, Inverses, Area

Defn: Let A;(b) = the matrix derived from A by re-
placing the " column of A with b.

Cramer’s Rule: Suppose Ax = b where A is an
n X n matrix such that detA # 0. Then

o detAz(b)
" detA

Solve the following using Cramer’s rule:

RlERs

det :3 1| =@ - @)@ =4-6=

det 2 i — (5)(4) — (6)(2) =20 — 12 = 8
1 5]

det |5 | = (1) = (3)(3) =6~ 15 = =9

Thusxlz_—82 —4, 5132—:—3:%.



Observe for 2 x 2 case:

a1 a2 | |x1 O  |anzr +apere ae
az21 G292 ro 1 a21T1 + A22T2 G29

on e [o1 0] _[b ]
AL (x) = A;(b)
det(AIL(x)) = det(A1 (b))

det(A) det(I1(x)) = det(A1(b))

det(A) x1 = det(A1(b))

Thus oy = %A1 (b)

Ali(x) = [Aey ... Aej_1 Ax Aeji1 ... Aen] =

Aj(b)



Solve the following using Cramer’s rule:

1 2 3] [z 0 |
4 10 0| x| =10
_5 O 6_ _$3_ _O_




Defn: For a square matrix A, the (classical) adjoint
of A is the matrix

Ad]A = [Cz'j]a where Cij = (—1)i+jd6tAji.

In other words, the 75" entry of AdjA is the jit" co-
factor of A.

2
10
0

Find the adjoint of
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Thm: Let A be a square matrix, with detA # 0. Then
A is invertible, and

1
ATl = Adj A.
det A J
Proof:
Let x = the jth column of A=*.  Then Ax = e;
BY Cramer’s I'UIG, XT; = deg(eé(iée).i))

= the (¢, 7) entry of A™1

(N

Find the inverse of
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a
C

LetA:[

Then AL = [

b
d
a c

b d

detA = ad — be.

Thus A1 =

1
ad—bc

]andAde—[

B



Area and Volume

a.) The area of the parallelogram in 2-space deter-
mined by the vectors (u1,us) and (v, v2)

det [ul u2] |

U1 Vg

b.) The volume of the parallelepiped in 3-space de-
termined by the vectors (uq,us,us), (v1,v2,vs), and

(wh w2, ws)

= |det | v1 vo U3
w1, W2 W3

Example: Find the area of the parallelogram deter-
mined by the vectors (1, 2) and (3, 4).

Example: Find the area of the parallelepiped deter-
mined by vectors (1, 4, 5), (2, 10, 0), & (3, 0, 6)



Recall how row operations affect the determinant:
If A 7 Ser,’B, then detB = c(detA).
If A R, &R’ B, then detB = —(detA).
If A Ri—l—ch—>Ri>Ba then detB = detA.

Note how row operations affect area:

Area of square determined by vectors (1, 0) & (0, 1):

Area of rectangle determined by vectors (a, 0) & (0, b):}j

Area of rectangle determined by vectors (a, 3a) & (0, b):|j

Area of rectangle determined by vectors (0, a) & (b, 0):}§



