Math 2418 Linear Algebra Exam #3 Part A

October 20, 2002 SHOW ALL WORK
[7] 1.) Show that the inner product < (uy,us),(v1,v2) > = 3ujv; + 4ugvs satisfies the
additivity axiom of an inner product: <u+v,w> =<u,w>+ < Vv,w >

<ut+v,w> =< (u17u2) + (’111,’112), (wlaw2) > =< (ul + v1,u2 + ’Ug), (wlaw2) > = 3(U1 +
v1)wy + 4(ug + vo)ws = 3uiwi + 3viwy + dusws + 4vaws

<u,w >+ < v,w> = 3uiw; + duswsy + 3viwi + dvows = 3uiwy + 3viwy + duswy + dvsws

Hence, <u+v,w> =<u,w>+<v,w>

[7] 2.) Show that < (u1,u2), (v1,v2) > = 3usvy + 4ujvy is not an inner product by giving a
specific example (using only real numbers) and showing that the inner product definition or a
consequence of it does not hold.

< (1,0),(0,1) >=3(0)(0) + 4(1)(1) = 4

< (0,1),(1,0) >=3(1)(1) + 4(0)(0) = 3

Thus, < (1,0),(0,1) >#<(0,1),(1,0) >

Alternate answer: < (1,0), (1,0) >=3(0)(1) + 4(1)(0) = 0 but (1,0) # (0,0).

Note there are many alternate answers.



Math 2418 Linear Algebra Exam #3 Part B

October 20, 2002 SHOW ALL WORK
0 0 0O
. 0 0 0O . . .
[19] 3.) The matrix A = 00 1 4 has two eigenvalues. Find these eigenvalues and bases
0 0 2 8
for the corresponding eigenspaces (Note: this problem continues on the next page).
A0 0 0
AM—a=|0 A 0 0 e (A= 8) — 8] = A2(A\2 = 9A) = A3(\ —9)
0 0 Ax—1 -4
0 0 -2 X-8

Thus A = 0 is an eigenvalue of A with algebraic multiplicity 3 and A = 9 is an eigenvalue of A
with algebraic multiplicity 1.

A=0: Solve (AT —A)x=0

AM—A=0I)-A=A

00 0 0 O 0 01 40
0 0 0 0 O _ 0 00 0O
0 0 -1 -4 0 0 0 00O
00 -2 -8 0 0 00 0O
T T 1 0 0
2| | s | _ 10 1 0
Thus, v | = | —at =r 0 + s 0 +t 4
4 t 0 0 1
An eigenvalue of Ais 0
1 0 0
. . . . 10 1 0
A basis corresponding to this eigenvalue is ol 1ol |24
0 0 1

List 5 eigenvectors corresponding to this eigenvalue.

1 0 0 2 1

0 1 0 0 . o .

ol lol |24l |ol:]_q]| crany linear combination of the basis vectors except the zero
0 0 1 0 1

vector (recall that the zero vector is by definition never an eigenvector even though it is always
in the eigenspace - since the zero vector is in every vector space).



3 cont.)

A =0: Solve (AT —A)x=0

90 0 0 0 1 0 0 0 0
09 0 0 Of ,fO L0 0 0
00 8 —-40 001 -1 0
00 -2 1 0 L0 00 0 O
X1 0 0
Thus, |2 = | 2| =t]|"
r3 it 5
Ta t [ 1

A second eigenvalue of Ais 9

A basis corresponding to this second eigenvalue is (circle your answer)

or any multiple of this vector such as

owelt]- ] e [2]

[3] 4a.) The eigenvalue(s) of C is/are 0, —2

- O
N = OO

[3] 4b.) Three eigenvectors of C are [;} : [Z] ; [Z}

Note any multiple of [ﬂ is an eigenvector of C' (corresponding to eigenvalue 0) and any multiple

of [g} is an eigenvector of C' (corresponding to eigenvalue -2)

[2] 4c.) A vector which is not an eigenvector of C' is [:1))]

Any vector which is not a multiple of B} nor a multiple of [g] is not an eigenvector of C

5.) Circle T for true and F for false.

[4] ba.) Matlab always finds an exactly correct answer when solving Ax = b when the columns
of A are linearly independent. F

[4] 5b.) If A =0 is an eigenvalue of A, then A is NOT invertible. T



[15] 6a.) Find a QR factorization of A =

— N B
NGyt
e — |

Gram-Schmidt:
(2,2,1)-(3,1,4) =6+2+4 =12

(2,2,1)-(2,2,1) =44+4+1=09

3 2 2 8
SR
2| L4 1 1 :
1

1
=S =
S
I 1
ool oo |00

- 1
heck: 2 35 2 10, 8
Check: (2| -3 |=5—-F5+35=0
1 8
i 3
Normalize:
2 2
1 (9| = i
Vo ?
1 3
1 1
3 3
5 5 1
—3 3| =5t 5+ 5 =%=10
8 8
3 3
1
3 3V10
S0 S I - (R (N
V10 §3 3§/TO
3 3v10
2 2 1 2 31 3 4
QR = A. HenceRZQTQRZQTAZ[ ? _35 8 } 2 1 :[O 3\/IO]
3v10 3V/10  3v10 [1 4J
2 _1
5 3V 3 4
Answer 6a.) Q = ? —@ R:[O 3\/10}
3 310

[4] 6b.) An orthonormal basis (according to the usual dot product) for the column space of A

is
[ 1

310
5

) 310
_8
3v10

QO 0o | Do | N



[2] 6c.) A basis for the nullspace of AT is

. 2 10 11 4 0 1 1 3 0 11 3
Solveaugmentedmatrlx[3 1 4 0]—)[3 1 4 0]—)[0 9 % 0]—)[0 1 _%
[1 0o I 0}

5
01 =3 0
ANEImE
Hence, |zo | = | 2t | =t| 2
) L] L]
_g _7
and thus a basis for the nullspace of AT is {| 2 [}or {| 5 |}.
1 4

Check:
(—=7,5,4) - (2,2,1) = —14+10 +4 =0

(=7,5,4)- (3,1,4) = =21+ 5+ 16 = 0

QUICKER METHOD:

or note nullspace of AT is orthogonal to the column space of A. Since these spaces live in

R? and the column space of A is a 2-dimensional plane, the nullspace of AT = orthogonal

complement of column space of A is a line. A vector which is perpendicular to the column space
i ] k

is|2 2 1|=(8-1,-(8-3),2—6)=(7,—5,—4)
3 1 4
7
Thus a basis for the nullspace of AT is {| —5 |} (or any multiple of this vector)
—4
Check:

(7,-5,—4)-(2,2,1) =14 - 10 — 4 =0

(7,—5,—4) - (3,1,4) =21 =5 — 16 = 0

o O



[25] 7.) {142z + 22, 1+ 2z — 52} is an orthogonal set (but not an orthonormal set) given
the inner product < f,g >= f_ll fgdx. Use this inner product to solve the following problems.

7a.) The projection of 3z onto span{1+2z+2?, 14+2z—522} = 45 (1 + 2z + %) + 5= (1 + 2z — 5x2)l

f_11(3x)(1 + 2z + x?)dr = f_11(3:v + 62% 4 32%)dr = (32% + 22% + 32*) |1, =2 - (-2) = 4.
[1(32)(1 4 22 — 522) = [}, (32 + 622 — 1523)dz = (322 4+ 243 — Bzl =2 — (-2) =4,

Thus, if ||1 4+ 2z + 22|| = A and ||1 + 2z — 52?|| = B, then the projection of 3z onto span{1 +
20+ 22, 142z — 522} = L (1+ 22+ 2?) + 55 (1 + 22 — 52?)

7b.) The projection of 15z onto span{1+2z+z?, 1+2z—5z?} = 55 (14 2z + z?) — 25 (1 + 2z — 5z )I
(11522 (1 + 2z + 2%)dz = [, (152% + 3023 + 15z%)dz = (52% + 30zt 4 325)|L, = 5 — (=5) +
3—(-3) =16.

[1 (152 (14 22 — 52?)dz = [, (152> + 3023 — 75¢*)dz = (52° + Xa* — 152%)|L, = 5 — (=5) —

15 — 15 = —20.

Thus, if ||1 + 2z + 22| = A and |1 + 22 — 522%|| = B, then the projection of 3z onto span{l +
2z + 2%, 1+ 2z — 52?2} = 35(1 +2x+:1:)—|—73220(1—|—2a: 512)

7c.) If possible, write the 3z as a linear combination of {1 + 2z + x2, 1+ 2z — 52%}. If not
possible, state not possible.

Not possible

7d.) If possible, write the 1522 as a linear combination of {1 + 2z + z2?, 1+ 2z — 5z%}. If not
possible, state not possible.

21 +2z42%) + 251+ 2z — 52?)
7e.) If W = span{l + 2z + 2%, 1+ 2z — 52?%}, find a basis for W.
T — [ (1 + 23+ 22) + 55 (1 + 22 — 52?%)]

Since 3z is not in W, 3z — projw (3z) is perpendicular to W and thus is in W+. Since the
orthogonal compliment of a 2-dimensional subspace of a 3-dimensional vector space is a 1-
dimensional subspace (3 - 2 = 1), W is 1-dimensional.

7f.) Find an orthogonal basis (according to the given inner product) for P, which contains the
polynomials 1 + 2z + 22 and 1 + 2z — 522

{142z +2% 1+ 20— 522, 3z — [ (1 + 27+ 22) + 5= (1 + 22 — 522)]}

This is what you would get by applying the G. S. algorithm, but note you have already done all
the steps of G. S. in the preceding problems.



[32] 7.) {1+ 2z + 2% 1+ 2x— 522} is an orthogonal set (but not an orthonormal set) given
the inner product < f,g >= f_ll fgdx. Use this inner product to solve the following problems.

f_11(1+2$+x2)(1+2x—|—x :f (14+42 4622 +423 +2*)dz = v+ 222 + 223 + 2t + 2251, =
IS4z (24 (-h=

Thus, A% =

[1 (1422 —522) (1 + 22 — 52?)de = [1, (1 + 4z — 62 — 2023 + 252Y)dz = x + 222 — 22° — 52 +
52° =1 —(-1)—[2—(-2)]+5—-(-5)=2-4+10=38

Thus, B2 = 8

7a.) The projection of 3z onto span{l + 2z + z?, 1+ 2z — 52} = % + %a: — %’ﬁ

[ B2)(1+ 2z + a?)de = [*, (32 + 622 + 32%)de = (322 + 223 + 3ah)|L, =2 — (-2) = 4.
f_11(3a:)(1 + 2z — 5x?) = f_11(3a: + 622 — 1523)dz = (222 + 223 — Rat)|L, =2 - (-2) = 4.
Thus, the projection of 3z onto span{l + 2z + z2, 1+ 2z — 522} =
%(1+2x+x2)+%(1+2$—5a:2) = 3(14+2z+2%)+5(14+20—52%) = 2+ 2821532 = 24 95 15,2
7b.) The projection of 15z onto span{1 + 2z + 22, 1+ 2z — 5z} = 1522

f (1522)(1 + 2z + 22)dx = f_11(15:c2 + 3023 + 152*)de = (523 + a* 4+ 32°)|1; =5 — (-5) +
3— (—3) = 16.

[t (152%) (14 22 — 522)dz = [, (152> + 3023 — 752%)da = (52 + Ra* — 152%)|L, = 5— (=5) —

15 — (15) = —20.

Thus, the projection of 1522 onto span{l + 2z + 22, 1+2z—52?} = 2 (1+2z+2%)+ 221+
5

2z — 5x?%)

=514 2z + 2?) — 2(1 + 2z — 52%) = 1522

7c.) If possible, write the 3z as a linear combination of {1 + 2z + z2, 1+ 2z — 5z%}. If not
possible, state not possible.

Not possible since 3z 7é -+ a: — %xZ

7d.) If possible, write the 1522 as a linear combination of {1 + 2z + z?, 1+ 2z — 5z%}. If not
possible, state not possible.
2142z +2?) — (14 2z — 52?)



7e.) If W = span{l + 2z + 2%, 1+ 2z — 522}, find a basis for W+,
3 —[3+ 3z — 2% = -2+ 3z + 2422

Hence a a basis for W is {—% + %:L‘ + %ﬁ}.

Since 3z is not in W, 3z — projw (3z) is perpendicular to W and thus is in W+. Since the
orthogonal compliment of a 2-dimensional subspace of a 3-dimensional vector space is a 1-
dimensional subspace (3 - 2 = 1), W is 1-dimensional.

7f.) Find an orthogonal basis (according to the given inner product) for P, which contains the
polynomials 1 + 2z + z? and 1 + 2z — 522

{1+20+22 1420 -52% -3 + jz+ Pa?}

This is what you would get by applying the G. S. algorithm, but note you have already done all
the steps of G. S. in the preceding problems.

7g.) Is your answer to 5f an orthogonal basis for P, according to the inner product < ag, a12 +
0,2.772, bo + b1x + b2.772 > = aobo + a1b1 + agbs.

NO

Using the inner product

< ag, % + asx?, by + biz + baz? > = agbg + a1bi + asbs.
<l4+2z+2%-2+3z+ 222 >=-2+ 8+ 2 £0.

Thus, the answer to 5f is NOT an orthogonal basis for P according to the inner product
< ag, 017 + a2m2, bo + b1x + b2$2 > = agbyg + aiby + asbs.



