Let f: R" — R. When is f differentiable (not just partially differentiable)?

= () = fi ey T i1y : 0 ,y)=1(0,0
Define g; : R — R by ¢;(t) = fi(z1, ..., ®j—1, 6, Tj41, ...y Tn) Ex: f:R? =R, f(z,y) = { oy (}t(hY) ‘ (0, 0)
s2igz Otherwise
If g is differentiable at a;, then the partial derivative of f with
respect to z; is defined by %(0’ 0) = limp_o f(0+h,0]27f(0,0) _ limheo% —0
Ofi _ 1 (zj+h)—g(z;) _
i (x) = g/ (a7) = limp o #5008 81(0,0) = limy_o LCLM=IO0) _ yjpy, 020 _
= Limny, o L0 B Ty e ) i (e B3 0 T sn) BUT f is not continuous at (0, 0)!111111
= limhﬁow RECALL: f differentiable implies f continuous
Ex: B(giy) _ 3(;320?;) _

The gradient of f is denoted by E R2 - R, g(z,9) +9
xg:R"=R,g9T,Yy) =22y

Vf(a) = (g—gg(a), %(a))

99.(0,0) = limp_o LI O0) — pj, (220 =1

Ex: Va?y = 89(0,0) = limy, o LOHI=LOD) — iy, (220 — 9

We will see later that g is differentiable.
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Suppose f : R! — R! is differentiable. Then

: flat+h)—fla)
limp— . = f'(a)

flat+h) —fla)
h

f'(a)=0

limp—o

fla+h)— f(a) ~ f'@h _

limp_o . 0
or equivalently,
lz‘mﬁaw = f'(a)
limxﬁaw ~ f'(a)=0
im,_ L&) = f(c(zl:i’)(a)(m —a) _,
lim,_ L@ = lfl0) + flo -] _,

(z —a)

Thus when z is close to a, then f(x) is close to f(a)+ f'(a)[z —a]

Thus y = f(a) + f'(a)[z — a] is the best linear approximation of
f near r = a.

Defn: Let V and W be vector spaces. A linear transformation
from V to W is a function T : V' — W that satisfies the following
two conditions. For each u and v in V' and scalar a,

i.) T(au) = aT'(u)

ii.) T(u+v)=T(u)+T(v)

Thm: Let T': V' — W be a linear transformation. Then 7'(0) = 0

Pf: T(0) = T(0 + 0) = T(0) + T(0)

Thm: Let A be an m X n matrix. Then the function

T:R" —-R™
T(x) = Ax

is a linear transformation.

Thm: If T : R® — R™ is a linear transformation, then T'(x) =
Ax where
A=[T(e1)..T(en)]

Ex: If T:R? — R and T(1,0) = 3, T(0,1) = 4, then

T(x,y) = xT(1,0) + yT(0,1) = (3 4) (z) = 3z +4y



Defn: Suppose f : R! — R! is differentiable at a. Then

fla+h)— f(a) ~ f'(@h _

limh_>o h 0
i, 1@~ @) @@ —a) _
(z —a)
i 4@ = [f(@) + @)z —a)] _

(z —a)

Thus when z is close to a, then f(z) is close to f(a)+ f'(a)[x —d]

Thus y = f(a) + f'(a)[z — a] is the best linear approximation of
f near z = a.

Hence the tangent line to f at a is y = f(a) + f/'(a)[z — a

The tangent line can be written as a constant plus a linear func-
tion.

Defn: Suppose A C R", f: A— R™.

f is said to be differentiable at a point a if there exists an
open ball V such that a € V C A and a linear function 7" such

that
|f(a+h)— f(a) = T(h)||
|h]

|f(x) = f(a) - T(x —a)l

|Ix — al|

=0

limhﬂo

=0

limx_.a

5

Suppose f: R” — R.

Then T = (bl bg bn) and Tx = (bl b2

Also, T'(x —a) = (by bo...

1 —ax
To — Qo
Tp — An

f(x) = f(a) - T(x —a)|l

Tl

T2

bn)

Ln

=0

limx—a

|Ix — al|

1f(x) = f(a) = Bbi(xi — ai)]

limx_.a

| — all

f(x) = f(a) = Ebi(x; —ai) _

=0

limx—>a

|Ix — al|

y = f(a) + Xb;(x; — a;) approximates y = f(x)

=0



