Section 1.6: R™

Thm (Cauchy-Schwarz Inequality): Let u and v € R".
Then

u-v < [[uf] [[v]|

Recall in R? and in R3, u-v = ||u|| ||v]|cosf

Thm (Triangle Inequality): Let u and v € R™. Then

[lu+v][ < [luff+[lv]]

A matrix is a vector of vectors

Example of a 2 x 3 matrix:
(1 2 3 1 2 3
4 5 6 4 5 6

ailz aiz2 ais
az1 Q22 Q23

Operations on Matrices
A = (aij), B = (bij), C = (cij)-

Defn: Two matrices A and B are equal, if they have the
same size and a;; = b;; foralle=1,...,n, j=1,...,m

Defn: A -+ B = (aij -+ bl])

Defn: cA = (caij).

Defn: —B = (—1)B.

Defn: A— B= A+ (—B).

Defn: The zero matrix = 0 = (a;;) where a;; = 0 for all
i j.

Defn: The identity matrix = I = (a;;) where a;; = 0 for
all i # j and a;; = 1 for all 4 and [ is a square matrix.

The transpose of the m x n matrix A = AT = (aj;).



Suppose A is an n X r matrix, Bisanr xn. AB = C
where
cij =row(i) of A-column(j) of B

= ailblj + aigbgj + ... + airbrj.
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jth column of AB = A[jth column of B]
In other words AB = Alb;...b,| = [Ab;...Ab,]

ith row of AB = [ith row of A]B
a(l) a(1)B

In other words AB = ) B =

Thm (Properties of matrix arithmetic) Let A, B, C be ma-
trices. Let a,b be scalars. Assuming that the following
operations are defined, then

a)A+B:B+A
)A+(B+C)=(A+B)+C

g) A(B ) AB + AC,
B+@A BA+CA

h.) a(B+C)=aB+aC
i.) (a+b)C =aC +bC

—~

j.) (ab)C = a(bC)

k.) a(AB) = (aA)B = A(aB)
1) 1A=A4 Defn.) —A=-14

Cor.) A0=0,0B=0 Cor.) a0 =0
a.)(AT)T = A b.) (A+ B)T = AT + BT
c.) (kA)T = kAT d.) (AB)T = BT AT



Note
AB # BA

It is also possible that AB = AC, but B # C.

In particular it is possible for AB = 0, but A # 0 AND
B#0

Defn: A is invertible if there exists a matrix B such that
AB = BA = I, and B is called the inverse of A. If the
inverse of A does not exist, then A is said to be singular.
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Note that if A is invertible, then A is a square matrix.
Thm: If A is invertible, then its inverse is unique.

Proof: Suppose AB=1and CA=1.
Then, B=1IB=CAB=CI=C.

Defn: A linear transformation is a function 7" : R" —
R'™ that satisfies the following two conditions. For each u
and v in R"™ and scalar a,

i.) T'(au) = aT'(u)

ii.) T(u+v)=T(u) +T(v)

Thm: Let T : V — W be a linear transformation. Then
T0)=0

Pf: T(0) = T(0 + 0) = T(0) + T(0)

Thm: Let A be an m X n matrix. Then the function
T:-R*"—R™
T(x) = Ax

is a linear transformation.

Prove that T : R® — R?, T(z,y,2) = (4x — 5y,8) is NOT
a linear transformation.



Examples of linear transformations: Thm 4.3.3: If T : R™ — R™ is a linear transformation,
then T'(x) = Ax where A = [T'(e1)...T(en)]-

I
Proof: Let x = =x1€1+ ...+ x,€en.
Ty,
Thus T'(x) = T(x1€1 + ... + Tp€n)
=x1T(e1) + ... + x,T(en)
X1
= [T'(e1)...T(en)]

Ln

Ex: If T: R? — R is a linear transformation and
T(1,0) =3, T(0,1) =4, then

T([B,y) =



