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I. Introduction


Since the beginning of competition, there has been a need to determine who the best players and teams are. This determination is important for everything from seeding tournaments, choosing draft order, and even how to set the odds for gambling on an event. This is simple enough in a small scale system, where each player can realistically play every other player, but when the system becomes much larger, say, to a national or even international level, the task will rely on more indirect comparisons to determine where a particular player falls compared to the rest. A simple example of this would be supposing a group of 10,000 players of some arbitrary individual sport. Supposing that each player plays a new opponent every game and plays 5 games per week for 50 weeks a year, it would take 40 years to generate a list of the top players. These computations are even more complicated in sports such as soccer and chess, where there are frequently draws, and no winner can be declared. The aim of this paper is to give an overview of why rating systems are needed, how some ranking systems work and have historically worked, briefly compare these ranking systems, and look at when a newcomer enters into a field of already ranked players. Finally, a graphical model for using these ranking systems will be given. 

II. Why Ranking Systems are Needed


The first question that must be addressed when dealing with any rating system is why it is needed. In order to provide a system where roughly equitable pairings can be used, we need to know the strengths of all of the players. If these players have never played each other and there is no chain of games between players that connects these players, traditionally, they would be “incomparable” (Slutzki and Volij 2005:257). When these players have never played each other before, we need to know some indirect method of assessing how to place the players. Suppose we have eight players who have never played any matches amongst themselves. We are going to play two round robins of four players each. We want the pairings to be as fair as possible. If players A, B, C, and D are all about the same strength, and players E, F, G, and H are all about the same, but much worse than A, B, C, and D, it is clear how to set up the tournaments. However, since we do not know the relative strengths until matches are played, it would be easy to make an inequitable tournament. 


If we had a system for knowing ahead of time the rough ability of the players, we could easily set up the tournament with minimal hassle, despite the players having never played any matches between themselves. A good example of this system is in almost any NCAA sport, in particular Basketball. While the vast majority of the teams will not play each other in a season, we still have a good idea who the best teams are because of teams being ranked by coaches and the press. This is by no means precise, but gives a general indication. At the end of the regular season, we can use these rankings to form the NCAA tournament for the strongest teams, and the NIT tournament for teams not up to the level of those qualifying for the NCAA. In general, these pairings allow for matches between teams that are in roughly the same skill level. If these selections were to be made arbitrarily, there would be games in which one team would clearly be superior to the other, and the game would hold little interest for fans and sponsors, which is another incentive to use a ranking system.

III. Some Examples of Ranking Systems



Some of the best examples of formulaic ranking systems are those that are in place in FIFA soccer, chess, and the BCS system in NCAA football. Both the FIFA and chess examples are considered to be accumulative rating systems, while the BCS is a combination of accumulative and subjective (Stefani and Pollard 2007: 4-5). To elaborate on what these mean, a subjective system is one where some form of scoring is determined subjectively, such as a media or coaches poll, while an accumulative system is based on outcomes of games while simultaneously considering the relative strengths of the players (Stefani and Pollard 2007: 4-5). What will be examined in this section is a brief history of how these ranking systems have evolved and how they stand today.

A) FIFA


FIFA has been attempting the monumental task to rank soccer teams on an international scale. FIFA is the organization most in need of having a ranking system, as it is in charge of the World Cup, the largest sporting event in the world. If teams were arbitrarily placed into groups to determine which teams move on to the elimination rounds, there would likely be rioting in several countries who feel that they were unfairly put into a group which has too many strong teams. So how can one judge the strength of a team to provide for fair tournament seeding? Luckily, most international teams have exhibition matches at fairly regular intervals against other international teams. 


The results of these matches can give a good idea of the relative strengths between these teams. This is especially true when throwing in other variables such as seen in Table 1. If we can take into account the result, the strength of the teams based on prior matches in the previous few years, are sure that the team has played a reasonable number of games in each of the previous few years, and know roughly where each team's region stands strength-wise on a global scale, it can become much simpler to determine roughly how strong a team is based on only a few matches. It is interesting to note that in Table 1, the concept of margin of victory was removed over time. It should be obvious that there is a clear difference in a game where the score is 5-0 as opposed to one that is 1-0. However, it would seem from practice that this only serves to skew rankings, especially if one team were vastly superior to the others in the region, supposing that they played mainly exhibition matches against nearby opponents. 
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Table 1. Taken from Stefani and Pollard 2007:13


An interesting portion of the changes were the ones adopted in 2006, increasing the value of a win from two to three points. At a conceptual level this seems to solve a problem where one team may play many decisive games, winning and losing some roughly equal amount, and yet this team may be ranked identically to a team that neither wins nor loses any games, but ties each game against similar opponents. This could be considered a reward for more offensive-based play in the game, again to help attract and retain sponsors and fans, but it also encourages bold play in many tournament situations where now a tie would no longer suffice for advancement. Unfortunately, the specifics of the formula are a secret of FIFA, so there can be no discussion of the actual formula used, simply an overview of the weight of the variables and comparison to other ranking systems as used by the ELO system or the BCS system.

B) Chess (FIDE, USCF)


The formula currently used in maintaining chess ratings is known as the ELO system. Named after its formulator, Arpad Elo, it has become a mainstay in the chess community as a relative indicator of skill. Elo developed the formal system for ranking players in an environment allowing for rapid change in skill during the 1960s (Batchelder and Bershad 1979:42). The formula that Elo came up with is dependent on players having been previously rated, but the situation where newcomers arrive will be discussed in greater detail later. The actual formulas used to calculate a change in rating are as follows:
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Taken from “Elo rating system” on Wikipedia


The first formula is used to calculate the probability that in a game between players A and B, that A will win. The variables listed in this equation are the rating of player A, which is being subtracted from the rating of player B. So for example, if player A were rated 1600, and player B were rated 2000, there would be only a 1 out of 11 chance for player A to win. Going now to the second formula, we can calculate the resulting rating for player A after the game if we know the result and K value. The value of K is determined by the third formula. The K value is used to determine how flexible a rating is, and is usually only calculated when a player has few games played and is still approaching an approximate rating (“Elo rating system”). To find K, we simply take 800 and divide by the sum of previously rated games played by the player plus the number of games played by the player in the event/tournament being rated. If a player has more than 25 games played and has a rating below 2100, the K value is assumed to be 32 (“Elo rating system”). If the rating is between 2100 and 2400, K is assumed to be 15, and if the rating is above 2400, K is assumed to be 10 (“Elo rating system”). So back to our example, let us suppose that player A manages to beat player B. This is a rather large upset in the Elo system, and has equally visible changes to rating. Using the second formula, we take the new rating to be equal to 1600 + 32( 1 – (1/11)), where S sub A is the actual result of the game. S sub A can be either 1 for a win, 0 for a loss, or .5 for a draw. 


In our example, player A's rating would change to 1629 from this one game. This is a large increase, but the result was highly unlikely, so this is justified. Note that player A's rating can also decrease if the actual result does not exceed the expected result. Now let us assume that there was a five round tournament that player A has played in. We can then calculate the post-tournament rating of player A by subtracting the summation of the expected results from the summation of actual results, then multiplying by K and follow the second formula in this manner. Let us assume that our first example was the first game in the tournament, and then player A proceeded to lose to a 1700 and a 1300,  drew a 1600, and defeated a 1400. The actual result is 2.5 and the expected result is slightly above that, at approximately 2.5596. From this, player A will lose two points to get a new rating of 1598, despite the impressive victory in the first round.


A special case of the ELO system comes up when there is a player who is entirely new to the rating system. Clearly, this player cannot be subjected to the previous formulas since there is no possible way to expect a result. There is a solution to this problem, however. There is another estimator of rating used, known as a performance rating. In this case, a calculation is made on each game and averaged over the course of a tournament to provide an approximate rating that ideally becomes accurate by the time the K value reaches the standard levels. The way this formula works is by taking the opponent's rating and then the result of the game. Should the newcomer win, the opponent's rating plus 400 is used, in case of a draw, the opponent's rating is used, and if the newcomer loses, the opponent's rating minus 400 is used. The summation of the results from each round is taken and averaged over the total rounds and this is the newcomer's performance rating. This number acts as an official rating that simply has a much higher K value than a normal rating. Additionally, the opponents of the newcomer have their rating change from their games with the newcomer calculated by using the newcomer's performance rating in the calculation. In this way, by the time the player reaches the standard K value of 32, the rating that the newcomer has should be a more realistic indicator of skill that can be fine tuned in forthcoming events as any other player's would be.

C) BCS (NCAA Football)


A third example for the rankings of competitive entities is that of the Bowl Championship Series used in NCAA football. This example is unique because it combines mathematics and the subjectivity of humans. In the BCS system, a mathematical formula is used to calculate the statistically best teams in the country over the course of the year by six computers, and this is combined with the results of two polls by the press and coaches to produce the matches for the highest ranking bowl games (Stefani and Pollard 2007:10). Some of the factors which go into the computer's formulas for any particular team included how difficult the schedule was based on the rankings of played opponents, the outcome of every game, and a former variable which has recently been removed was the margin of victory (Stefani and Pollard 2007:10). Once the computer calculations are made, the top and bottom scores are dropped so that one heavily weighted factor will neither substantially hurt nor help any particular team. The computer formulas are different for each computer, and are constantly changing to appease the sponsors of the BCS bowl games, who want their sponsorship on games between the best teams (Stefani and Pollard 2007:11). 


After these calculations are made, all of the teams are listed in order from 1st to 25th, with the top team being awarded 25 points, proceeding in a decreasing manner to the 25th team, which gets 1 point (Stefani and Pollard 2007:11). The media and coaches poll perform a similar ranking, which awards teams additional points. After combining all three of these operations, each team's result is averaged and divided by 25 to deliver the final ranking for the team, which is used to pick which teams should go to which BCS bowl (Stefani and Pollard 2007:11). Since there are only ten spots available for BCS games, it is important that these formulas and polls are able to reflect the truly best teams. The computer formulas help to offset the subjectivity of the human polls, but are still experimental since they can still produce results that most humans would find nonsensical.

IV. Comparisons and Model


Between these three systems, there are several comparisons to be made. Of the three, only the ELO system makes its formulas available to view for the general population. This creates some difficulty in mathematical comparison, but comparisons in model form are still available. The BCS and FIFA models are similar in that over time past results are completely forgotten, with the FIFA results becoming irrelevant after four years and the BCS games becoming erased at the end of each season. The FIFA and ELO systems are similar in ways since draws are a common result, so the problems of what to do about draws need to be resolved in each of those cases. Of the three systems examined, the ELO and BCS systems have the greatest difference between them. 


All of the systems can use a directed graph in traditional tournament form with arcs pointing from winners to losers, and in the case of ties or draws, no directional assignment given to the arc. The ELO system would be the base system for this model, since the formulas are explicitly given and additionally has the fewest variables. The FIFA system takes many additional factors into account that would dramatically increase the computational requirements if the formulas were explicitly known. The BCS system could be based very loosely on the ELO system, but due to the small number of games in a NCAA football season and a universal removal of ranking after each season, there would be a very large K value that would constantly fluctuate for each individual team. Because of this, an ELO example will be explored. 


Using the tournament example from the ELO section, we can construct the diagram on the next page. In this diagram, we have player A, rated 1600, having defeated a 2000 and 1400, drawn a 1600, and lost to a 1700 and 1300. It is clear from the way that this directed graph is set up that each of the opponents have also played four other opponents, but for the purposes of calculating player A's rating, they hold no importance and have been left out. In this example, we can extend the rating change calculation from the ELO system to be related to the graph. We can take the summations of expected results and actual results from the graph. The summation of arcs that are outgoing and half of those that have no direction is equal to the actual results and the summation of all arc weights that are connected to a player P give the expected results. From this, we can also find the top players in a tournament regardless of previous rating by doing a similar summation of actual results for each player. 


This model would also hold for the FIFA and BCS examples, but as previously stated, the computation would be much more difficult due to having so many additional variables. The arc weights would likely not be universal to the BCS system since there is a subjective element to the rankings, and would cause some mathematical inequities between teams favored by the human rankings. 


Figure of basic model for ELO system


There are several other ways to model these systems, such as using a distance matrix with the distances being the expected outcome, which would, in the case of ELO, be a symmetric matrix. Unfortunately, this would be an extremely sparse matrix since there would be many more players than games. This would, however, be a more efficient model when the tournament is held  in the round robin format. Another way to model these would be the way that is currently in use, to simply use mathematical formulas without any sort of graphical model. The model proposed in this paper would be practical for calculating rating change over an entire tournament body and should be just as efficient as calculating it for an individual using just the formulas. 

V. Conclusions


For a large body of competitors that can not realistically play each other, the ranking systems used by FIFA, the USCF and FIDE, and the BCS are good ways of approximating the relative strengths of all of the competitors. These systems can handle many special cases, including the occurrence of a draw or tie and the inevitability of new, unranked players coming into the system of players. Since the field of players is always dynamically changing, this is most easily modeled on a tournament by tournament or match by match basis. Because over time more games are played, the rankings will become more accurate and the abnormal results will eventually be rendered inconsequential. The biggest benefit for using these systems is that then competitors of similar strength that have never played against each other can be easily placed into leagues or sections amongst themselves. This is also a good way to reward the hard work that leads to the accomplishments of attaining a strong ranking. By using any of these systems, any competitive entity can figure out the strongest within the entity.
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