7.7: The matrix exponential:

Detn: Zg"zobkxk = lim E Obkx = by + b1z + box® + byx3 + ..

n— oo

Taylor’s Theorem: If f is analytic at 0, then for small z (i.e., z near 0),

190
f(z) = Z = F0) + f(0)z + SRa? 4 LR

k!
k=0

Example:

k k k
el = X2 Ok:' and thus e nOk' =1+ nlkl

Definition: Let A be an n x n matrix. Then the matrix exponential

of A is

APtk
exp(At) = et =T+ X, I
where [ is the n X n identity matrix.
Note e4(0) = 4 3100 AZ?k =1
0o k k: 1 0o k k 1 0o k+1,k
NOte[ ] Zn 1kAk;| _En 11?;3 1)1 _Z ATt
— A3 AR A(T 4350 A = At

Thus [e?] = Ae?t and e4(0) =T

Thus et is the solution to the IVP
M’ = AM, M(0) = I

where M is an n X n matrix.



Let ¥ be a fundamental matrix for x’ = Ax
Example: Suppose Y is the 2 x 2 matrix [f; f5].
Thus f; and fo are solutions to x’ = Ax.
Hence f;’ = Af; and £/ = Af
Thus Alf; f3] =
Since [f; f2] = A[fy fa],
U(t) = [f1(t) f2(t)] is the general solution to M’ = AM
Let ®(t) = U(¢)[¥(0)]". Then ®(0) = ¥(0)[¥(0)]"! =1.
Note ®(t) = ¥(t)[¥(0)]~! is also a solution to M’ = AM:
(T@)[P(0)]7)" =¥ ()[T(0)] =" = AU()[¥(0)]~

Thus ® is the solution to the IVP
M' =AM, M(0)=1

Since solution to IVP is unique (assuming entries of A are continuous

functions), ® = e/

Theorem: e/t = ®(t) = ¥(¢)[¥(0)]~! where ¥ is a fundamental matrix
for x' = Ax



1 3]
Example: Calculate 6%[)([}1 2] t) = 6[4 0

Solve x/(t) = [}1 2] x(t)

From previous work, the general solution is

x(t) = ¢ [;] e’ + ¢ [_32] et

6775 3€_t ]

Thus a fundamental matrix is W(¢) = [ 97t _9p—t

A “better” fundamental matrix is ®(¢) = ¥(¢)[¥(0)]~*

—2 1
1.7t , 3 _—t 3.7t 3 _—t
i€ Tt g€ g€ g€
1.7t 1 _—t 3.7t 1 _—t
5€ 5€ 1€ +4e
1 3 1 7t | 3 —t 3 7t 3 —t
Z@ —|—Z€ ge —ge
e4 5}

Thus exp([}l g] t) =



Solve IVP: x’ = Ax, x(0) = e

Observe if ®(¢) = [f; fz], then general solution is

x(t) = e1fy (t) + cafa(t) = [f1(t) Fa(t)] [61] _ o) [01]

C2

x(0) = ¢111(0) + c2f2(0) = [f1(0) £2(0)] [01]

C2

= 3(0) {2] - [(1) (1)] [2] ) [2]

Theorem: If et = ®(t) = ¥(¢)[¥(0)]~' where ¥ is a fundamental
matrix for x’ = Ax

or equivalently, if ® is the solution to IVP M’ = AM, M(0) = I,

Then solution to IVP x’ = Ax, x(0) = e is x = e

Example: Solve IVP: x/(t) = [411 g] x(t), x(0)= [é;]

1.7t | 3 _—t 3.7t 3 _—t
1€ —|—46 g€ g€ 17
Answer: x = 99
1.7t 1 _—t 3.7t | 1 _—t
5 € 5 € 1€+ ¢
1.7t | 3 _—t 3 7t 3 _—t
. 1€ —|—46 g€ S€
That is, x = 17 + 92
1.7t 1 _—t 3.7t 1 _—t
2 € 2 € 1€+ ¢

Note: This only works if you use the fundamental matrix ®(¢) where
®(0) = 1.



7.5/7.8: Suppose the solution to x’ = Ax is

where v, w are linearly independent.

Then To(t)  crvge™t 4 cowae™t g + cowqe(T2 T

5131(15) c1v1€emt + cowqem2t Cc1vV1 + czwle(m_’“l)t

_ z2(t) _ wg
IfCQ —0, then T(t) = o1

_ z2(t) _ wo
IfCl —0, then r(t) = w1

Suppose r1 > r9 and cicy # 0,

. xo() QU9 + cowselT2TTIE gy,
Then lim = lim - = —
t—oo x1(t)  t—oo crug + cowrer2—TIE gy

Similarly lim z2(!) = lim crvpe™ T + ey _ W
t——o00 ZCl(t) t——o00 Clvle(rl_TQ)t + CoW1 w1

ry > 0> 17y ry>1rqo >0 0>1ry >nre



Repeated root case with 2 linearly independent eigenvectors:
If 1 = ro, then

L1 — e?“lt ) (] 4+ Cs w1 _ erlt C10U1 —+ CoW1
L2 V2 W C1V2 + Cowy

Then z2(t) — erlt(cva + cows) _ Qv + Cowo
z1(t)  ent(avr +cwi)  c1v1 + caun

Repeated root case, r1 = ry, with only 1 linearly independent eig-
envector, v

One solution: x = ve™?

Need 2nd solution, Guess x = tve”! + we"?

Then x’' = ritve™! + ve™! + rywe'?

Plug into x’ = Ax:  ritve™ ! +ve™! + rywet = A(tve™t + we'?)
TltVemt + Vemt + leerlt — terltAV + erltAW
TltVemt _|_V67°1t —|—’I°1W€T1t — t@rlt’l“lv s erltAW

rtv+v4+rw=triv+ Aw

vV+riw=Aw

Thus v=Aw —riw =

Hence v =



Definition: If r is an eigenvalue with eigenvector v, then w is a gen-
eralized eigenvector corresponding to eigenvalue rq, if w # 0 and

(A=—rl)w=v

General solution:

)=l era (] ]
X2 V2 U2 (1%)

or equivalently,
[:m] it (Cl [’01] e (t [m] {wll))
T V9 (%) w2

xo(t)  €"*(cive + co(tve +wa))  c1vg + cows + catvg

Then

x1(t) - e"t(civy + co(tvy +wy)) c1v1 + cowy + catvg

_ z2(t) _ wa
If co =0, then ORRETE

xa(t (
No other constant slopes, but lim 2(1) =2
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: r_
Example: Solve x’' = [O 3] X

Repeated root eigenvalue r = 3

To find eigenvector corresponding to eigenvalue 3, solve (A —3[)x = 0:

0 1
aar- [0 1]

Thus z7 is free and zo = 0. Thue v = [1

0] is an eigenvector corres-

ponding to eigenvalue 3.

To find generalized eigenvector w corresponding to
eigenvalue 3 and eigenvector v,

solve (A —3)w =v = [(1)]
0 1 w1 . 1_
e o o] L] =[o

Thus can choose [w1] = O]
w9 i 1

Hence general solution is x = ¢ [(1)] e3t + ¢y (t [1} + [O]> e3t



