
Coloring the Mu Transpososome

I. K. Darcy∗1, J. Chang3, N. Druivenga3,4, C. McKinney2, R. K. Medikonduri1, S. Mills3, J.
Navarra-Madsen5, A. Ponnusamy6, J. Sweet3,4, T. Thompson2

1Mathematics Department, University of Iowa, Iowa City, Iowa 52242, USA
2undergraduate researcher, University of Texas at Dallas, Summer 2003
3undergraduate researcher, University of Texas at Austin, Summer 2004
4undergraduate researcher, University of Iowa, 2004-2005
5Mathematics Department, Texas Woman’s University, Denton, Texas 76204, USA
6Credit Suisse First Boston, USA

Email: Isabel K. Darcy ∗- idarcy@math.uiowa.edu;

∗Corresponding author

Abstract

Background: Tangle analysis has been successfully applied to study proteins which bind two segments of DNA

and can knot and link circular DNA. We show how tangle analysis can be extended to model any stable

protein-DNA complex.

Results: We have developed a computational algorithm to find the topological conformation of DNA bound

within a protein complex. The algorithm uses an elementary invariant from knot theory called colorability to

encode and search for possible DNA conformations. We apply this algorithm to analyze the experimental results

of Pathania, Jayaram, and Harshey (Cell 2002). We show that the only possible DNA conformation bound by

Mu transposase is the five crossing solution found by Pathania et al.

Conclusions: Our algorithm combined with the experimental technique described in Pathania et al can be applied

to determine the topological conformation of DNA bound within any stable protein-DNA complex.
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Background

Tangles have many applications in modeling protein-DNA binding [1–5]. An n-string tangle consists of n

strings properly embedded in a 3-dimensional ball. Some examples of 2-string tangles and a 3-string tangle

are shown in Fig. 1. A protein complex bound to n segments of DNA can be modeled by an n-string

tangle. The protein complex is modeled by the 3D ball while the n DNA segments can be thought of as n

strings properly embedded in a protein ball (note each string represents one segment of double-stranded

DNA). This is an extremely simple model of protein-DNA binding. A ball does not accurately represent

the shape of a protein complex, and DNA sometimes winds around a protein complex as opposed to being

embedded within the protein complex. However, from this simple model much information can be gained.

When modeling protein-DNA reactions, it is helpful to know how to draw the DNA segments bound by

the protein. For example, does the DNA molecule cross itself within the protein complex or does it bend

sharply? Tangle analysis can be used to determine the topological shape of the DNA segments bound by a

protein complex. Tangle analysis does not determine the exact geometry and hence cannot determine the

sharpness of DNA bending, but it can determine the overall topology. This information can be used to

infer which DNA sequences are likely to be close to each other [5] as well as other information useful for

modeling protein-DNA reactions.

A.) B.)

Figure 1: A.) Some 2-string tangles. B.) a 3-string tangle.

The Mu transpososome refers to the Mu transposase protein complex (Mu) and the three DNA

segments bound by this protein complex. Since three DNA segments are bound by Mu, the Mu

transpososome can be modeled by a 3-string tangle. DNA transposition is the process where a piece of

DNA can change its location within a genome. The Mu transposition pathway involves the formation of a

series of protein-DNA complexes: LER, type 0, type 1, type 2 (for more biology background, see [5, 6] or

(Darcy IK, Luecke J, Vazquez M: Mu Transpososome. Unpublished data)). An experimental technique

called difference topology [5, 7, 8] combined with tangle analysis was used in [5] to determine that the LER

and type 0 Mu-DNA complexes can be modeled by the five crossing tangle shown in Fig. 1B. There are an

infinite number of tangles that mathematically satisfies these experimental results (Darcy IK, Luecke J,

Vazquez M: Mu Transpososome. Unpublished data). These other conformations are very complicated and
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hence biologically unlikely to model the Mu transpososome, but these leave open the possibility that there

are other biologically relevant models.

The conformation determined by [5] has five DNA crossings. It is biologically unlikely that Mu binds

more than eight DNA crossings. Currently, there are two methods which can be used to determine the

DNA conformation bound within the Mu transpososome by assuming only an upper bound on the number

of crossings trapped by Mu. By analyzing four pairs of experiments described in [5], the mathematics of

three manifold theory was used to rule out certain types of conformations as well as to determine all

possible solutions up to eight crossings (Darcy IK, Luecke J, Vazquez M: Mu Transpososome. Unpublished

data). These results apply to proteins binding three segments of DNA if the products of the difference

topology experiments (as described below) belong to the family of (2, k) torus knots/links, k even or

k = ±3.

Another method to determine the DNA conformation bound by Mu is computational. We describe a

computational algorithm that we have implemented to solve the system of tangle equations modeling the

experiments in [5]. For this analysis, we only need the results from three pairs of experiments in [5], but

could have implemented additional experimental results if it had been needed.

This software can easily be modified to solve any system of n-string tangle equations up to a certain

crossing number. Hence, we can solve any system of tangle equations up to a fixed crossing number

including those modeling difference topology experiments applied to any protein complex that stably binds

any number of segments of DNA.

Difference topology and tangle modeling

We briefly describe some of the difference topology experiments and tangle model from [5]. For a more

detailed description, see [5] or (Darcy IK, Luecke J, Vazquez M: Mu Transpososome. Unpublished data).

The idea behind the experimental technique of difference topology is to use a protein such as Cre

recombinase to trap crossings bound by the protein under study. This is illustrated in Fig. 2. Mu is

represented by the cyan colored ball. To show how a difference topology experiment works, we will assume

the DNA conformation bound by Mu contains 5 crossings based upon the results of [5]. In this technique,

circular DNA is first incubated with the proteins under study (in this case, Mu = cyan ball). These

proteins bind DNA, possibly trapping DNA crossings within the protein complex. A second protein whose

mechanism is well understood is added to the reaction (in this case, Cre, represented by smaller pink ball).

This second protein, Cre, cuts the DNA and changes the circular DNA topology before resealing the
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breaks, resulting in knotted or linked DNA. The crossings bound by the first protein, Mu, will affect the

product topology. In Fig. 2, four of the five crossings bound by Mu are trapped by the action of Cre,

resulting in a four crossing link. Hence, one can gain information about the DNA conformation trapped by

the first protein, Mu, by determining the knot/link type of the DNA knots/links produced by the second

protein, Cre.

Before Cre recombination          After Cre recombination

Mu =

Cre =Cre =

= =

Figure 2: Difference topology experiment. Mu represented by the cyan colored ball is shown bound to five
DNA crossings. Cre is represented by the smaller pink ball. Before Cre recombination, the DNA is circular
and unknotted. Cre recombination changes the DNA configuration outside of the Mu transpososome. Since
four of the five crossings bound by Mu are trapped by Cre recombination, the DNA product configuration
equals a four crossing link.

Note that in the substrate configuration, three loops emanate from the Mu transpososome. By choosing

which pair of loops to place Cre binding sites, the location of Cre action can be controlled. Six different

substrates were constructed in [5] in which Cre binding sites were placed on every pair of loops in two

different orientations. Models proposed in [5] of these six reactions are illustrated in Fig. 3. The cyan

colored ball still represents the DNA bound by Mu transposase while the pink colored ball still represents

the DNA bound by Cre. Crossings within the green annulus represent crossings not trapped by either

protein complex. Sometimes an extra crossing not bound by either protein is needed for correct DNA

orientation within the Cre protein complex, depending on the orientation of the Cre binding sites on the

two loops. When comparing products where the Cre sites are placed on the same pair of loops but in

different orientation, it was assumed that the extra crossing occurred with the higher crossing product.

If we do not assume the shape of DNA bound by Mu, the tangle equations corresponding to these

experiments is shown in Fig 4 where the tangle T represents the unknown DNA conformation bound by

Mu. In two of the experiments, the knot/link product was fully identified. In the remaining four

experiments, only the crossing number of the knot/link was determined. There is only one three crossing

knot and only one four crossing link up to mirror image. Hence, we know that for the three or four crossing

products in Fig. 4, the crossings are either all left-handed or all right-handed.
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= = knot
5 crossing==
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Figure 3: Tangle model from [5].

T T == 5 crossing
knot= =T T

T T= = T T= =

==T T = =T T

Figure 4: Tangle equations corresponding to difference topology experiments in [5].

Note that the tangle model in Fig. 4 consists of a system of tangle equations with one unknown, the

tangle T . The tangle T (cyan ball) represents the unknown DNA conformation bound by Mu. The tangle

in Fig. 1B is a solution for T as shown in Fig. 3. We will show that this is the only biologically relevant

solution for T .

Mathematical Model: Determining the DNA conformation bound by Mu is equivalent to solving the

system of tangle equations in Fig. 4 for the 3-string tangle T . The solution, however, is a 2-dimensional

topological approximation of the 3-dimensional conformation.

In order to find the Fig. 1B solution, Pathania et al [5] assumed the protein-bound DNA was a

3-branched supercoiled structure like that in Fig. 5. In this figure, the three branches consists of 3, 4, or 5

crossings while the three-branched tangle in Fig. 1B has one branch containing one crossing and two

branches containing two crossings. Pathania et al [5] used the number of crossings in the knotted or linked

DNA products to determine the number of crossings in each of the three branches. But the question

remains if there are any other biologically relevant solutions if we don’t assume a 3-branched supercoiled
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structure.

Figure 5: A three-branched tangle.

In the next section, we describe the tangle invariant, colorability, which we use to search for solutions

for T . However, a thorough understanding of this invariant is not necessary to understand the main idea

behind the algorithm discussed in Results.

The coloring invariants

A diagram, D(T) of a knot, link, or tangle T is a projection of T into R
2 where at a crossing only double

points (only two points are superimposed) are allowed and gaps are used to indicate which part of the knot

crosses under. Two diagrams correspond to the same 3D knot/link/tangle if one diagram can be converted

to the other diagram via a sequence of Reidemeister moves–RI, RII, and RIII (Fig 6).

R1 RII RIII

Figure 6: Reidemeister moves.

A coloring of a diagram D(T) is a function C : {arcs of D(T)} 7→ Zm where the elements of

Zm = {0, 1, ..., m− 1} will be called colors and such that at each crossing the relation y + z − 2x = 0 mod

m holds, where x is the color assigned to the overarc and y and z are the colors of the two underarcs. See

Fig. 7. A coloring is trivial if the coloring function is the constant map, i.e., all the arcs are assigned the

same value or "color". A knot or link is said to be m-colorable if there exists a non-trivial coloring. This is

a knot/link invariant in that if one diagram of the knot/link K is m colorable than all diagrams

corresponding to K are m-colorable [9]. For an elementary introduction to coloring, see [10],

(Navarra-Madsen, J. and Darcy, IK: Colorability and n-String Tangles, Unpublished data). We will more

thoroughly define how coloring relates to tangles below.

A coloring matrix of a knot/link/tangle diagram, T, is any matrix, MT, which is row equivalent to a
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x5 x1

x7 x36x + −2 = 0
x3 x5 6x+ −2 = 0

x4 = 0x7 x8 2−+

= 0x4 x82−x5+

= 0x1 x52−x8+
2x 6x x5+ −2 = 0

3x x4x7

2x

6x x8

Figure 7: Coloring A 2-string Tangle.

coefficient matrix corresponding to the coloring equations. For example, the 6× 8 matrix in equation 1 is a

coloring matrix corresponding to the tangle diagram in Fig. 7. Each row corresponds to one of the six

crossings in the tangle diagram while each column represents one of the eight arcs, x5, x6, x7, x8, x1, x2,

x3, x4 in the tangle diagram.
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(1)

We will call the arcs which have one endpoint on the boundary of the tangle 3-ball endpoint arcs. The

remaining arcs will be called interior arcs. Notice that we place the four columns corresponding to the

endpoint arcs, x1, x2, x3, x4, as the four rightmost columns of the matrix MT. Take a row echelon form of

MT using the row operations ri ←→ rj , ri −→ ri + trj , i 6= j, t ∈ Z, ri ←→ −ri. Recall that since we are

working in Zm where m is an arbitrary integer, scaling a row is not allowed. An echelon form, EF (MT) is

EF (MT) =

















1 0 0 −2 0 0 0 1
0 1 1 0 0 0 −2 0
0 0 1 1 0 0 0 −2
0 0 0 3 0 −1 −2 0
0 0 0 0 1 −1 1 −1
0 0 0 0 0 0 3 −3

















(2)

We define the standard echelon form of a matrix, SF (M), to be the echelon form in which each leading

entry (first non-zero term in a row) is positive and if aij is a leading entry of the ith row, then

0 ≤ aλj ≤ aij − 1, 1 ≤ λ < i. The standard echelon form of a matrix is unique.
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If the endpoints’ unknowns, x1, x2, x3, x4 correspond to the four rightmost columns, then Ml(T) = the

lower right hand corner 2× 4 submatrix of MT in standard echelon form is a tangle invariant. It is a

tangle invariant in that if you take two diagrams of the same tangle T and place the endpoint arcs in the

same order in the last columns of their respective coloring matrices, then no matter how the interior arcs

are labeled, Ml(T) will be the same for both diagrams. In addition, the absolute value of the determinant

of the upper left 4× 4 submatrix, du(T) = 3, is also an invariant.

Ml(T) =

(

1 −1 1 −1
0 0 3 −3

)

, du(T) = 3 (3)

For an n-string tangle, T, with a k × (k + n) coloring matrix MT (listing the endpoint arcs in the

right-most columns of the matrix), Ml(T) = the lower right-hand corner n× 2n submatrix of MT in

standard echelon form and du(T) = absolute value of the determinant of the upper (k − n)× (k − n)

submatrix of MT are both invariants of T.

In order to calculate Ml(T), we must label the endpoint arcs with distinct variables. If two endpoint

arcs correspond to the same arc (i.e., a string does not pass under any other string including itself so that

it projects to just one arc), we can doubly label the arc, labeling one endpoint xi and the other xj and

adding the equation xi − xj = 0.

Results

We describe a computational algorithm we have implemented to solve the system of tangle equations in

Fig. 4. This program can easily be modified to solve any system of n-string tangle equations. Hence we

can computationally solve any system of tangle equations up to a fixed crossing number including those

modeling difference topology experiments applied to any protein that stably binds any number of segments

of DNA.

The algorithm has several steps:

1. Generate tangles up through 8 crossings.

2. Check a topological invariant to determine which of the generated tangles could result in the

experimental products.

3. Check if the notation used to encode a tangle actually corresponds to a tangle.
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4. Determine if the surviving tangles correspond to equivalent or different tangles.

We first determine how the strings enter and exit the tangle. The parity of a tangle refers to the order

in which the strings enter and exit the 3-ball. A solution to the tangle equations in Fig. 4 can have one of

two possible parities: the strings enter and exit the tangle as in Fig. 8A or as in Fig. 8B. This is easily

determined by noting which of the equations in Fig. 4 involve a one component knot versus a two

component link. For example, the string entering in at x1 cannot exit at x2 since the top left equation in

Fig. 4 involves the one component unknot.

A.) X6

X4X1

X2 X3

X5 B.)

X1

X5

X2

X4

X3

X6

Figure 8: Possible parities.

A number of techniques have been used to encode knot diagrams for computational purposes [11, 12].

As described in Methods, we use coloring matrices to encode tangle diagrams. We generate matrices

which could correspond to tangle diagrams up through eight crossings. We check each matrix to determine

if it has the correct coloring invariants to be a solution to the tangle equations in Fig. 4. As shown in table

1, this eliminates the majority of the generated matrices. Not all generated matrices correspond to a

tangle. We use an algorithm similar to that described in [13] to remove all matrices which do not

correspond to a tangle.

Recall that a tangle can be represented by a number of different diagrams related by Reidemeister

moves. Unfortunately, there is no algorithm guaranteed to determine if two tangle diagrams are equivalent.

In fact, in order to simplify a diagram, it may be necessary to first increase the number of crossings in the

diagram. Thus this software does not determine all tangle equivalences, but does reduce the output

sufficiently to handle the remaining possibly equivalent tangles by hand. While generating matrices, we

omit matrices where the corresponding diagram can be simplified by RI or RII moves (Fig. 6). A tangle

diagram containing the left-hand side of an RIII move will be equivalent to the tangle diagram obtained

after the RIII move has been performed. Hence we choose one of these tangle diagrams and discard the

other. As discussed in Methods, we also perform some other simplifications which involve a combination

of RI, RII, and RIII moves. As shown in table 1, this leaves us with 13 matrices: ten with the parity shown

in Fig. 8A and three with the parity shown in 8B.
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# of # of Parity Fig 8A Parity Fig. 8B
Cross- Matrices Non- Non-
ings Generated Col Draw Equiv? Col Draw Equiv?
≤ 4 1,639 0 0 0 0 0 0
5 34,578 1 1 1 1 0 0
6 794,578 22 4 0 22 0 0
7 19,781,058 354 15 3 400 0 0
8 537,193,563 5019 106 6 5595 6 3

Table 1: Number of matrices with the correct coloring invariants (Col columns), corresponding to a

drawable tangle (Draw columns), and which are potentially non-equivalent (Non-equiv columns). The first

column refers to the number of crossings in the tangle diagram. The second column gives the number of

matrices generated which could correspond to a tangle with a fixed crossing number. The results in the

next three columns assume the parity in Fig. 8A while the results in the last three columns assume the

parity in Fig. 8B. The columns labeled “Col” state the number of generated matrices which have the

correct coloring invariants to satisfy the equations in Fig. 4. However, not all generated matrices

correspond to a tangle. The columns labeled “Draw” give the number of matrices which correspond to a

drawable tangle with the correct coloring invariants. The number of these matrices which may correspond

to non-equivalent tangles is given in the columns labeled “Non-equiv?”. Note, however, that the algorithm

does not identify all equivalent tangles.

We checked the remaining thirteen tangles corresponding to these matrices by hand. The ten tangles

with Fig. 8A parity are all equivalent to the five crossing tangle found in [5] (Fig. 1B). The three tangles

with Fig. 8B parity are all equivalent to one of the two eight crossing tangles in Fig. 9. The eight crossing

solutions do not satisfy a fourth pair of experiments from [5] that we have not described in this paper

(see [5] or (Darcy IK, Luecke J, Vazquez M: Mu Transpososome. Unpublished data)). Pathania et al would

also have determined that these eight crossing solutions are biologically unlikely even without the fourth

pair of experiments. Hence there is only one biologically relevant tangle solution up through eight crossings.

Figure 9: The two possible Fig. 8B parity solutions.
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Discussion and Conclusions

Pathania et al [5] needed to assume the basic shape of a 3-branched supercoiled structure (Fig. 5) in order

to find the solution shown in Fig. 1b. (Darcy IK, Luecke J, Vazquez M: Mu Transpososome. Unpublished

data) proved that this assumption is correct for small crossing tangles when applied to the four pairs of

experiments in [5] as well as to similar experiments involving proteins that bind three segments of DNA if

products belong to the family of (2, k) torus knots/links, k = 3 or k even. The algorithm in this paper

needed only the three pairs of experiments illustrated in Fig. 4 to reach the same conclusion as (Darcy IK,

Luecke J, Vazquez M: Mu Transpososome. Unpublished data) regarding tangle solutions with eight or fewer

crossings. No assumptions regarding the DNA conformation bound by the protein complex are needed

except for an upper bound on the number of crossings. This algorithm can also be applied to analyze any

difference topology experiment no matter the number of DNA segments bound by the protein complex.

A tangle solution, however, is a 2-dimensional topological approximation of the 3-dimensional structure.

It does not determine sharpness of DNA bending, but it does give an important starting point from which

other modeling techniques may be applied. No information regarding the Mu-DNA conformation existed

before [5]. Since then a partial structure based on scanning transmission electron microscopy (STEM) at

cryo-temperatures has become available [14], but this involves only a portion of the protein complex and a

change in one of the DNA sequences bound by Mu. Information regarding protein-bound DNA

conformations can sometimes be obtained via crystallography, STEM, or FRET (fluorescence resonance

energy transfer), but all these techniques are quite difficult and currently can only be applied to small

protein-DNA complexes. The experimental technique of difference topology combined with the algorithm

described in this paper can be applied to study any stable protein-DNA complex no matter the size of the

protein complex or number of DNA segments bound by the protein complex.

Recall that in the Mu tangle model from [5] (Figs 3, 4), it is assumed that at most one crossing is

trapped outside of the protein complexes (modeled within the green annulus). Since the Mu and Cre bind

to specific DNA sequences, the length of the DNA between the Mu binding sites and Cre binding sites can

be controlled. The shortest length needed for the reaction to take place was determined in [5] in order to

prevent trapping extraneous crossings. The difference topology experimental technique can also be applied

to proteins that bind to arbitrary DNA sequences rather than specific DNA sequences, but the results

would not be expected to be as clean. It was shown in [15], that if the length of DNA between binding sites

is not properly controlled, then the number of protein-bound DNA crossings may be overestimated. But

even if we are left with a 2-dimensional approximation, it is still a significant improvement over having no
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information on how to draw the DNA in a protein-DNA complex.

We are also not mathematically limited to equations resulting from Cre recombination. Any protein

which can change DNA topology could potentially be used in a set of difference topology experiments to

obtain a different system of tangle equations. For example topoisomerases change the topology of circular

DNA by changing DNA crossings. It may be possible to obtain a more 3-dimensional model by averaging

2-dimensional solutions from two or more systems of tangle equations. Cre, however, may be the easiest to

work with due to its sequence specificity and simple mechanism.

To solve a different system of tangle equations, we may only need to change a few lines of code.

However, it may also be necessary to add additional tangle invariants and/or equivalence moves. Although

coloring is not that powerful of a knot invariant, it is a powerful tangle invariant. It is the only invariant

we need to check to determine if a tangle up through eight crossings is a solution to the equations in Fig.

4. However, there is no guarantee that this invariant will be sufficient for a different system of tangle

equations. Fortunately, there are a number of other invariants as well as software available for calculating

these invariants which can be used if necessary [12, 16].

Our algorithm left us with only 13 different coloring matrices which could correspond to tangle

solutions to the system of equations in Fig. 4. We could have added additional equivalence moves to

further reduce this output, but it was quicker to check these 13 matrices by hand. For a different system of

equations, additional equivalence moves may be needed to reduce the output to a handful of matrices.

Additional equivalence moves will be added as needed.

Currently this algorithm takes about two days to find solutions through eight crossings. The number of

tangles grows exponentially with crossing number. However, the efficiency of the algorithm can be

significantly improved. In particular, this algorithm is easily parallelizable. We will extend this program to

solve arbitrary n-string tangle equations up to at least ten crossings. A long-term goal is to create software

accessible to those without a background in knot theory. But in the meantime, we can easily modify this

algorithm to solve any specified system of tangle equations; hence an experimentalist need not wait for the

final version of this software before performing difference topology experiments.

Methods
Tangle generation

We use the coloring matrix of a tangle to encode its shape. Recall that a solution to the tangle equations

in Fig. 4 can have one of two possible parities: the strings enter and exit the tangle as in Fig. 10A or as in
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Fig. 10B. For tangle generation, we are not placing the endpoint arcs in the rightmost columns. This

simplifies the matrix generation as well as determining if a matrix corresponds to a drawable tangle or if

two matrices correspond to the same tangle. In order to calculate the coloring invariants, we will later

move the columns corresponding to the endpoint arcs to the rightmost columns. The red string which

enters in at the point labeled x1 and exits at the point xi will be called string 1. The green string which

enters in at the point labeled xi+1 and exits at the point xj will be called string 2 while the remaining blue

string will be called string 3.

A.)

Xi+1X1

Xk Xi

XjXj+1 B.)

X1

Xi+1 Xi

Xk

Xj+1

Xj

Figure 10: Possible parities.

We first consecutively label the arcs of red string 1 beginning with x1 as illustrated in Fig. 11. The red

string is broken into four arcs with the arcs consecutively labeled x1, x2, x3, x4. We then label the arcs of

the green second string starting from the first endpoint arc clockwise from the red endpoint arc x4. String

2 is broken into four arcs which are consecutively labeled x5, x6, x7, x8. We then label the arcs of string 3,

x9, x10, starting from the first endpoint arc clockwise from the last labeled arc of string 2.

X1 X2 X3 X4 X5 X6 7 XX 8 X9 X10

1 1
1 1

1 1
1 1

1 1
1 1

1 1

X8
X7

X10
X3

X

X

X

X

X

X

9

5

4

2

6
1

Figure 11: Example: labeling arcs.

We next label the crossings. Beginning with string 1, we consecutively number the under-crossings

(Fig 12). Hence for string 1, crossing number i occurs between string 1 arcs xi and xi+1. For string 2,

crossing number j occurs between string 2 arcs xj+1 and xj+2 while for string 3, crossing number k occurs

between string 3 arcs xk+2 and xk+3. This determines the placement of the two ‘1”s in each row (Figs. 11,

12). To generate matrices that could correspond to a coloring matrix, we can now place one -2 in each row
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in all possible combinations.

1
2

3

4

5

6

7



















1 1 0 0 0 0 0 0 0 −2
0 1 1 0 0 0 −2 0 0 0
0 0 1 1 −2 0 0 0 0 0
0 −2 0 0 1 1 0 0 0 0
0 0 0 0 0 1 1 0 −2 0
0 0 −2 0 0 0 1 1 0 0
0 0 0 0 0 −2 0 0 1 1



















Figure 12: Example: labeling crossings.

Not all matrices that could correspond to a 3-string tangle are generated (see below). Not all generated

matrices correspond to a tangle (see section on Non-drawable matrices). Many different matrices

correspond to the same tangle (see below and section on Equivalence moves).

Matrices not generated. The algorithm under discussion does not generate all matrices which could

correspond to a tangle. A tangle diagram can contain an extraneous crossing manifested by the looping of

a string over itself. If the loop does not pass under any string, this results in the equation xi − xi+1 = 0.

This is more general than an RI move (Fig. 6) as there could be strings passing under this loop. In any

case this tangle diagram can be simplified, and hence we do not need to generate the matrix corresponding

to this diagram. Since all matrices generated have two “1”s and one “-2” in each row, none of the matrices

generated will correspond to a tangle containing such an extraneous crossing.

Another case that is not generated is the presence of a string not crossing under any arcs, and hence

consisting of just one arc doubly labeled xi and xi+1. This case results in the equation, xi − xi+1 = 0. We

could easily generate this, but the system of tangle equations in Fig. 4 rules out such tangles as possible

solutions.

The algorithm also does not generate matrices that correspond to tangles containing crossings which

can be removed by an RII move. These matrices contain -2’s in the same column in two consecutive rows

where the rows correspond to the same string. See Fig. 13. By not generating matrices containing the

submatrix in Fig. 13B, we do not generate any tangle diagrams which can be simplified by an RII move

(Fig.13). This also eliminates other tangles whose coloring matrix also contains this submatrix. This

includes tangle diagrams containing a generalization of an RII move where strings are allowed to pass

under the strings which would otherwise correspond to an RII move (Fig. 14, left-side) as well as tangles
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containing diagrams like that on the right-side of Fig. 14. All of these tangle diagrams can be simplified.

This is one advantage of using coloring matrices to generate tangles. We easily remove a number of

matrices that correspond to tangle diagrams where the number of crossings can be reduced.

jxix i+1x i+2x

xi xj
xi

xi+2

xj

R II   move

1 1 −20
−20 11

crossing

(k+1) 

k
k+1

row
row

A

B

i+1x

crossing
th

kth

Figure 13: A. An RII move. B. Matrix corresponding to RII move.

xj xi+1

xi+2

xi xi xi+1 xi+2

x j

Figure 14: Tangles which would also contain the submatrix in Fig. 13B.

2-string tangle simplification

We can simplify the system of tangle equations in Fig. 4 by applying 2-string tangle analysis. By

combining the 3-string cyan tangle and the 5-string green annulus tangle, we obtain a 2-string tangle. For

example the tangles in Fig. 15 are all 2-string tangles (note 2-string tangles have four endpoints).

TT T T TT

Figure 15: 2-string tangles from Fig. 4.

We can solve for the 2-string tangles in Fig. 15 using the tangle equations in Fig. 4. This step requires

some mathematical background in tangle analysis although software available at KnotPlot.com does exist

for solving some 2-string tangle equations [Darcy IK, Scharein, RG: TopoICE-R. Unpublished data]. For
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information on how to solve 2-string tangle equations, see [1, 17]. We can use a theorem in [18] and tangle

calculus [1] to solve for one of these 2-string tangles (Fig. 16, where the crossings are either all

right-handed or all left-handed):

T T == implies T =

Figure 16: Solving for a 2-string tangle.

Similarly, by [19] and tangle calculus [1], we can solve for two more of these 2-string tangles (Fig. 17,

where the crossings are either all right-handed or all left-handed):

T T= = implies T =

==T T implies =T

Figure 17: Solving for two more 2-string tangles.

This determines the remaining 2-string tangles in Fig. 15. In fact solving the system of tangle equations

in Fig. 4 is equivalent to solving the system of three tangle equations in Fig. 18 for the 3-string tangle T .

T = T = =T

Figure 18: Tangle equations (crossings are either all right-handed or all left-handed).

Checking the coloring invariant

We first check if a generated matrix could be the coloring matrix of a tangle, T, which satisfies the system

of tangle equations in Fig. 18. In order to use the coloring invariants, Ml(T), du(T), we must first move

the six columns corresponding to the endpoint arcs so that they become the six rightmost columns of the

coloring matrix. For convenience, we will re-label these endpoint arcs as x1, x2, ..., x6 as shown in Fig 19.

Given a 3-string tangle T with k crossings, let MT be its k × (k + 3) coloring matrix. Let 03×(k−3) be a

matrix with all zero entries. Suppose SF (MT) is as in equation 4:
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X1

X6 X5

X2

X4

X3

Figure 19: Re-labeled endpoint arcs.

SF (MT) =

(

A(k−3)×(k−3) B(k−3)×6

03×(k−3) M3×6

)

(4)

If T is a solution to the system of tangle equations in Fig. 18, then connecting the endpoint arcs, x1 and

x2 of T results in the four crossing 2-string tangle T12 shown in Fig. 20. The coloring invariants of T12 are

du(T12) = 1 and Ml(T12) =

(

1 0 4 −5
0 1 3 −4

)

or

(

1 0 −4 3
0 1 −5 4

)

T =

Figure 20: T12

Connecting endpoint arcs x1 and x2 of T to obtain the 2-string tangle T12 results in adding the

equation x1 − x2 = 0 to the matrix MT to obtain the matrix MT12
(Eqn. 5).

MT12
=





A(k−3)×(k−3) B(k−3)×6

03×(k−3) M3×6

01×(k−3) 1 −1 0 0 0 0



 (5)

If T is a solution to the tangle equation in Fig. 20, then MT12
is a coloring matrix for T12. Let M12

be the 4× 6 matrix obtained by adding the equation x1 − x2 = 0 to the matrix M3×6 (Eqn. 6). Since

du(T12) = 1 and Ml(T12) =

(

1 0 4 −5
0 1 3 −4

)

or

(

1 0 −4 3
0 1 −5 4

)

, if T is a solution to the tangle

equation in Fig. 20, then det(A) = ±1 and

M12 =

(

M3×6

1 −1 0 0 0 0

)

∼









1 −1 0 0 0 0
0 1 0 0 ∗ ∗
0 0 1 0 4 −5
0 0 0 1 3 −4









or









1 −1 0 0 0 0
0 1 0 0 ∗ ∗
0 0 1 0 −4 3
0 0 0 1 −5 4









(6)

Hence, in order to determine if a matrix could correspond to a tangle, T, which is a solution to the

tangle equation in Fig. 20, we need to check if detA = ±1 and if M12 is row equivalent to the 4× 6 matrix

in Eqn. 6. This is not a guarantee that T is a solution as different tangles can have the same coloring
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invariants (Navarra-Madsen, J. and Darcy, IK: Colorability and n-String Tangles, Unpublished data), but

it is sufficient for solving the tangle equations in Fig. 18.

Similarly to determine if T could be a solution to the tangle equation in Fig. 21, we add the equation

x3 − x4 = 0 to the matrix MT and check if this matrix satisfies the coloring invariants of T34 as given in

Eqn. 7.

T =

Figure 21: T34

du(T34) = 1, Ml(T34) =

(

1 0 3 −4
0 1 2 −3

)

or

(

1 0 −3 2
0 1 −4 3

)

(7)

Finally, we determine if T could be a solution to the tangle equation in Fig. 22, by adding the equation

x5 − x6 = 0 to the matrix MT and checking if this matrix satisfies the coloring invariants of T56 as given

in Eqn. 8.

=T

Figure 22: T56

du(T56) = 1, Ml(T56) =

(

1 0 3 −4
0 1 2 −3

)

(8)

Alternatively, we can determine what the entries of the submatrix M3×6 of MT (Eqn. 4) need to be in

order for T to satisfy the tangle equations in Fig. 18. To determine M3×6, we add the equations xi − xi+1

for each i = 1, 3, 5, and determine the constraints needed to satisfy the coloring invariants of Ti(i+1). If T

satisfies the tangle equations in Fig 18, then the determinant of A, the upper (k− 3)× (k− 3) submatrix of

MT is ±1 and M3×6 is as in Eqn. 9.

M3×6 ∼





1 −1 1 −1 1 −1
0 1 t −1− t s− r − x −s + r + x

0 0 x 1− x r + x −1− r − x



 (9)

for some integer x, where r = 3 or -5, s = 2 or -4, and t = 2.

As a check, both methods were implemented.

18



Non-drawable matrices

Not all generated matrices correspond to a tangle. See for example, Fig. 23. If the matrix in Fig. 23

corresponds to a coloring matrix of a tangle, then since it has five rows, the tangle must have five crossings.

Also, the first string should consist of four arcs, x1, x2, x2, x4, while the second string consists of arcs x5, x6

and the third string consists of arcs x7 and x8. If we can embed all the arcs so that the matrix corresponds

to a coloring matrix of the resulting tangle, then the tangle corresponding to the matrix is drawable.

Note there is a -2 in the first row and fourth column of the matrix in Fig. 23. Recall the first row

represents the underarcs x1,x2 while the fourth column represents the overarc x4. Hence the arc x4 must

cross over between the arcs x1 and x2. Since x4 is also an endpoint arc, it must also connect to the

boundary of the 3-ball. However, after passing over between the arcs, x1 and x2, the arc x4 arc is trapped

in the shaded region and cannot connect to the boundary of the 3-ball without introducing an extra

crossing. Thus this matrix does not correspond to a drawable tangle.

We use an algorithm similar to that described in [13] to completely determine if a matrix corresponds

to a drawable tangle. This algorithm determines if all arcs can be drawn or if an arc becomes trapped in a

region and cannot be completed.

���������������������
���������������������
���������������������
���������������������
���������������������
���������������������

�������������������
�������������������
�������������������
�������������������
�������������������
�������������������

X3

X4

X5

X6
X7

X8 X4

1X X2

Figure 23: A matrix that does not correspond to a 3-string tangle.

Equivalence moves.

Recall that a tangle can be represented by a number of different diagrams related by Reidemeister moves.

While generating matrices, we omit matrices where the corresponding diagram can be simplified by R1 or

R2 moves and other matrix related moves (as described in section Tangle generation). We also added

two additional equivalence relations.

We removed tangles containing the diagram shown in Fig. 24 by removing matrices containing the

submatrices in Eqn. 10.
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xj+1

xj−1
xm

xm+1
xj

Figure 24: A diagram corresponding to equation 10.









xj−1 xj xj+1 xm xm±1

i 1 1 −2 0 0
i + 1 0 1 1 0 −2

k 0 0 −2 1 1









&









xj−1 xj xj+1 xm xm±1

i− 1 1 1 0 0 −2
i −2 1 1 0 0
k −2 0 0 1 1









(10)

This also eliminates other tangle diagrams whose matrices contain these submatrices, but all such

tangles can be simplified.

A tangle diagram containing the left-hand side of an RIII move (Fig. 6) will be equivalent to the tangle

diagram obtained after the RIII move has been performed. Hence we choose one of these tangle diagrams

and discard the other. After the above equivalence moves, we are left with thirteen possible tangles which

can be checked by hand to determine if they correspond to equivalent or non-equivalent solutions to the

tangle equations in Fig 4.
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Figures
Figure 1

A.) Some 2-string tangles. B.) a 3-string tangle.

Figure 2 - Difference topology experiment

Mu represented by the cyan colored ball is shown bound to five DNA crossings. Cre is represented by the

smaller pink ball. Before Cre recombination, the DNA is circular and unknotted. Cre recombination

changes the DNA configuration outside of the Mu transpososome. Since four of the five crossings bound by

Mu are trapped by Cre recombination, the DNA product configuration equals a four crossing link.

Figure 3

Tangle model from [5].

Figure 4

Tangle equations corresponding to difference topology experiments in [5].

Figure 5

A three-branched tangle.

Figure 6

Reidemeister moves.

Figure 7

Coloring A 2-string Tangle.

Figure 8

Possible parities.

Figure 9

The two possible Fig. 10B parity solutions

Figure 10

Possible parities.
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Figure 11

Example: labeling arcs.

Figure 12

Example: labeling crossings.

Figure 13

A. An RII move. B. Matrix corresponding to RII move.

Figure 14

Tangles which would also contain the submatrix in Fig. 13B.

Figure 15

2-string tangles from Fig. 4.

Figure 16

Solving for a 2-string tangle.

Figure 17

Solving for two more 2-string tangles.

Figure 18

Tangle equations (crossings are either all right-handed or all left-handed).

Figure 19

Re-labeled endpoint arcs.

Figure 20

T12

Figure 21

T34
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Figure 22

T56

Figure 23

A matrix that does not correspond to a 3-string tangle.

Figure 24

A diagram corresponding to equation 10.

Tables
Table 1 - Results

Number of matrices with the correct coloring invariants (Col columns), corresponding to a drawable tangle

(Draw columns), and which are potentially non-equivalent (Non-equiv columns). The first column refers to

the number of crossings in the tangle diagram. The second column gives the number of matrices generated

which could correspond to a tangle with a fixed crossing number. The results in the next three columns

assume the parity in Fig. 8A while the results in the last three columns assume the parity in Fig. 8B. The

columns labeled “Col” state the number of generated matrices which have the correct coloring invariants to

satisfy the equations in Fig. 4. However, not all generated matrices correspond to a tangle. The columns

labeled “Draw” give the number of matrices which correspond to a drawable tangle with the correct coloring

invariants. The number of these matrices which may correspond to non-equivalent tangles is given in the

columns labeled “Non-equiv?”. Note, however, that the algorithm does not identify all equivalent tangles.

# of # of Parity Fig 8A Parity Fig. 8B
Cross- Matrices Non- Non-
ings Generated Col Draw Equiv? Col Draw Equiv?
≤ 4 1,639 0 0 0 0 0 0
5 34,578 1 1 1 1 0 0
6 794,578 22 4 0 22 0 0
7 19,781,058 354 15 3 400 0 0
8 537,193,563 5019 106 6 5595 6 3
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