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Abstract

In this paper� we consider solving the single layer integral equa�

tion ��� on a closed surface in R�� The numerical method is based on

Galerkin�s method with spherical polynomials as the approximation�

ing functions� We study the error of the approximating solution in

suitable Sobolev spaces�
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� Introduction

Consider the solution of the following Dirichlet problem�� �u � � in 	
u � u� on 


��

with 	 an open bounded simply�connected region in R�� Assume that 
 �
�	� the boundary of 	� is su�ciently smooth� From ���� the solution can be
represented by the expression

u�X �
�

��

Z
�

q�Y 

j X � Y jdY � X � 	 ��

�



in which q�Y  is called a single�layer density function and is determined by
solving

�

��

Z
�

q�Y 

j X � Y jdY � u� � X � 
 ��

In this paper� we solve �� by Galerkin�s method with approximations based
on spherical harmonics on the unit sphere� We study the error of the solution
in suitable Sobolev spaces� and we give both a practical implementation of the
numerical method and numerical examples� The details are presented below�
Brie�y� the numerical method is presented in section �� and the practical
implementation of the numerical method is covered in section �� In section
�� we give numerical examples�

� The Numerical Method

Let Sobolev spaces H t�G �G � Rm with G having a non�empty interior�
t � R be de�ned as follows� For an integer t � �� let

H t�G � ff j kfk�t �
X
jjj�t

k�jfk�L��G� ��g

The derivatives are distributional derivatives� For t � � and not an integer�
let t � p� b� p an integer� and � � b � �� De�ne

H t�G � ff j kfk�t � kfk�p �
X
jjj�p

Z
G

Z
G

j�jf�x� �jf�yj�
jx� yjm��b

d��xd��y ��g
��

for j � �j�� � � � � jm� �
jf�x � �jjjf�x������xm�

�x
j�
� ����x

jm
m

� For t � �� let

H t � �H�t�

the dual space of H�t�G� see ����
We suppose 
 is regular �see ���� Then we assume that


 �
k�
i��


i and 
i � f�x� y� Fi�x� y j �x� y � �ig ��

�



where �i is an open bounded simply�connected region in R�� and Fi is a
smooth function on �i� i � �� � � � � k� For any function g on 
� de�ne

�gi�x� y � gi�x� y� Fi�x� y� gi � gj
i� i � �� � � � � k

The Sobolev spaces H t�
 for any real number t are de�ned as follows�

H t�
 � fg j kgkHt��� �

vuut kX
i��

k�gik�Ht�	i�
��g� x � 


Let

Kq�X � �

��

Z
�

q�Y 

j X � Y jdY

Then �� can be written as

Kq�X � u��X� X � 
 ��

From ���� K is an isomorphism of the Hilbert space H� �
� �
 onto the Hilbert

space H
�
� �
� and the associated bilinear form

a�q� q
�

 �
�

��

Z
�

Z
�

q�Xq
�
�Y 

j X � Y j dXdY

satis�es a strong ellipticity condition�

a�q� q
�

 � Ckqk�
H

� �
� ���

� q � H� �
� �
� C � �� ��

Then it can be shown that solving �� converts to the problem of �nding

q � H� �
� �
 for which

a�q� q
�

 � �u�� q
�

� all q
� � H� �

� �
 ��

��� Construction of a �nite dimensional subspace of H� �
� �


Let U denote the unit sphere in R��

U � f�x� y� z j x� � y� � z� � �g

�



From ���� there is a standard orthogonal basis of spherical harmonics for
L��U� Let Pn�u and Pm

n �u be the Legendre polynomials and associated
Legendre functions on ���� ��� n � �� � � m � n� For �x� y� z � U � let

�x� y� z � �cos� sin �� sin� sin �� cos �

for � � � � ��� � � � � �� The basis functions for the spherical harmonics
of degree n are

Pn�cos �� P
m
n �cos � cosm�� P

m
n �cos � sinm�� � � m � n

The total number of basis functions of degree � N is dN � �N � �
�� Let

H�
� � � �H�

dN
be normalized basis functions in L��
 and let XN be the space

of spherical polynomials of degree � N �

XN � SpanfH�
� � � �H�

dN
g � f

dNX
i��

aiH
�
i j ai � Rg

Then easily XN � H� �
� �U�

Assume that there is a C� mapping �M � U �
���

onto

� For any function g

de�ned on 
� we de�ne �g on U� by

�g� �Q � g� �M� �Q

for any �Q � U � This de�nes a map M � L��
 	 L��U� with Mg � �g�
Let VN be the �nite dimensional space�

VN � Spanf	� � � � 	dNg
where

	i�Q � H�
i � �M

���Q

for Q � 
� i � �� � � � � dN � The result that VN is a subspace of H� �
� �
 or that

VN is a subspace of all Sobolev spaces H
t�
 �t � R� is obtained immediately

from the following theorem�

Theorem ��� Assume �M � U �
���

onto

 is a C� mapping� Then for any t � ��

the associated linear mapping M � H t�
 �
���

onto
H t�U and kMfkHt�U� is

equivalent to kfkHt���� for any f � H t�
� By duality� the map M can be

extended uniquely to a bounded map of H�t�
 �
���

onto
H�t�U�

�



In order to prove the theorem� we need some lemmas�

Lemma ��� Let r � R� Then g � Hr�U if and only if its Laplace expansion
satis�es

�X
n��

��n� ��rfj an j� �
nX

m��

�j amn j� � j bmn j��g ��

where

g �
�X
n��

fanHn �
nX

m��

�amnH
m
n� � bmnH

m
n��g

In this� Hn� H
m
n�� H

m
n�� � � m � n� are orthonormal spherical harmonic basis

functions� discussed earlier�

Proof� See ����� Theorem ��� on p����� �

Lemma ��� Let g � Hr�U� r � R� and de�ne

kgk�Hr�U� � �
�X
n��

��n� ��rfjanj� �
nX

m��

�jamn j� � jbmn j��g
�
�

where

g �
�X
n��

fanHn �
nX

m��

�amnH
m
n� � bmnH

m
n��g

Then k � k�Hr is equivalent to the usual Hr norm k � kHr �

Proof� See ���� p� ��� and p� ���� �

Lemma ��	 De�ne

hg�� g�i�L���� �
Z
�
W �Qg��Qg��Qds

where

W � �M� �Q �
�

J 
M� �Q

for �Q � U with J 
M the Jacobian of the mapping �M � Then k � k�L���� is
equivalent to k � kL���� and kgk�L���� � k�gkL��U� with

�g� �Q � g� �M� �Q� �Q � U�

�



Proof� Since �M is a one�to�one C� mapping of U onto 
� we can assume

� � D� � J 
M� �Q � D� ��
for some constants D�� D�� Hence

� � C� � W �Q � C� ��
for suitable constants C�� C� and Q � 
� Then

C�kgkL���� � C�

Z
�
jgj�ds

� kgk�L���� �
Z
�
jW �Qjjgj�ds

� C�

Z
�
jgj� � C�kgkL����

Thus k � k�L���� is equivalent to k � kL����� and

hg�� g�i�L���� �
Z
�
W �Qg��Qg��Qds

�
Z
U
W � �M� �Q�g�� �M� �Q�g�� �M� �Q�J 
M� �Qds

�
Z
U
�g�� �Q�g�� �Qds

� h�g�� �g�iL��U�
Hence

kgk�L���� � k�gkL��U�
�

Proof Theorem ���� We have assumed 
 to be regular as mentioned� Now
we only prove this theorem for the case of one of the sub�surfaces 
i of ���


i � f�x� y� Fi�x� y j �x� y � �ig
with Fi in�nitely di�erentiable and �i an open region in R

�� For any
g � H t�
� de�ne

�g�x� y � g�x� y� Fi�x� y

and

kgkHt��i�
�

r
k�gk�Ht�	i�

�



Recall that �g�Q � g� �M�Q where

�M � U 	 


is a ��� and onto smooth map� we can assume that

Ui � �M���
i

and
Ui � f�
� 	� Gi�
� 	j�
� 	 �  ig

where  i is an open region in R
�� Gi is in�nitely di�erentiable and

��g�
� 	 � �g�
� 	� Gi�
� 	

Hence

k�gkHt�Ui�
�

r
k��gk�Ht��i�

if �g � H t�Ui�

De�ne a projection map P on �i by

P � 
i 	 �i� by P �x� y� Fi�x� y � �x� y�

a map L �  i 	 �i by

L�
� 	 � P �M�
� 	� Gi�
� 	

and a map T � �i 	 R� by

T �x� y � �
�L���x� y

�x
�
�L���x� y

�y


Since Gi� P� �M are all smooth maps� so are L and T �
Case �� t � ��

kgk�H���i�
�

Z
	i
j �gj�ds	i �

Z
	i
jgrad��gj�ds	i

�
Z
�i

j�g�L�
� 	j�jJLjds�i
�
Z
�i

jgrad��g�L�
� 	
�

��

�x

��

�y
��

�x

��

�y

�
j�jJLjds�i

where JL is the Jacobian matrix for the mapping L� By the smoothness of
L and L��� we can suppose that

jJLj � C� ��

�



�����
�

��

�x

��

�y
��

�x

��

�y

������ � C� ��

for C�� C� are constants� so

kgk�H���i�
�

Z
�i

C�j��gj�ds�i
�
Z
�i

jgrad���gj�C�
�C�ds�i

� C�
Z
�i

j��gj�ds�i
�
Z
�i

jgrad���gj�ds�i


� Ck�gk�H��Ui�

for some constant C ���
Similarly� we have

k�gk�H��Ui�
� Ckgk�H���i�

for C some constant�
Case �� t � �� b� � � b � �� Recall that T� L� L�� are all smooth� for any
�
�� 	�� �
�� 	� � �i� we have the following�

jT �L�
�� 	�� T �L�
�� 	�j � Cj�
�� 	�� �
�� 	�j
jL�
�� 	�� L�
�� 	�j � Cj�
�� 	�� �
�� 	�j

and
max

������	i
jT �L�
� 	j � C

with C a generic constant�

kgk�H��b��i�
� k�gk�H���i�

�
Z
	i

Z
	i

j��g�x�� y�� ��g�x�� y�j�
j�x�� y�� �x�� y�j���b dS

� Ck��gk�H��Ui�
�
Z
�i

Z
�i

��g�L�
�� 	�� ��g�L�
�� 	�j�
jL�
�� 	�� L�
�� 	�j���b jJLjdS

� Ck��gk�H��Ui�

� C

Z
�i

Z
�i

j���g�
�� 	�� ���g�
�� 	�j�
j�
�� 	�� �
�� 	�j���b

j�
�� 	�� �
�� 	�j���b
jL�
�� 	�� L�
�� 	�j���b jT �L�
�� 	�jjJLjdS

�
Z
�i

Z
�i

j���g�
�� 	�j� jT �L�
�� 	�� T �L�
�� 	�j�
jL�
�� 	�� L�
�� 	�j���b jJLjdS

�



� Ck��gk�H��Ui�
� C

Z
�i

Z
�i

j���g�
�� 	�� ���g�
�� 	�j�
j�
�� 	�� �
�� 	�j���b dS

� C

Z
�i

Z
�i

j���g�
�� 	�j� �

j�
�� 	�� �
�� 	�j�bdS

� Ck��gk�H��b�Ui�
� C

Z
�i

j���gj�dS
Z
�i

�

j�
�� 	�� �
�� 	�j�bd
�d	�

� Ck��gk�H��b�Ui�
� Ck��gk�H��Ui�

Z
�i

�

j�
�� 	�� �
�� 	�j�bd
�d	�

� Ck�gk�H��b�Ui�

since Z
�i

�

j�
�� 	�� �
�� 	�j�bd
�d	� � C ��

for � � b � ��
Similarly�

k�gk�H��b�Ui�
� Ckgk�H��b��i�

Case �� t � �� an integer� This is similar to Case �� and we omit it�
Case �� t � �� non�integer� Let t � m�b with m an integer and � � b � ��
This is similar to Case �� and we omit it�
Case 	� t � �� t � R� Then we treat H t�
 as the dual space of H�t�
�
Let t � �� with � � �� then

H�� �
 � �H��

�

H�� �U � �H��U
�

For any f � H�� �
�

kfk � sup
v�H� ���

f�v

kvkH� ���

is equivalent to

k �fk � sup
u�H� �U�

�f�u

kukH� �U�

�



with �f � H���U de�ned by

�f�u � f�v

where �v � u for any u � H� �U�
Now we de�ne �

M � H t�
	 H t�U

by
Mf � �f� for any f � H t�


ThenM is ��� and onto linear map� and k �fkHt�U� is equivalent to kfkHt����
�

��� The Galerkin method and error analysis
We approximate the solution q of �� on the �nite dimensional subspace

VN � Spanf	�� � � �	dNg

where
	i � H�

i
�M�� �M��H�

i

from Section ���� Let qN �
PdN

j�� �j	j � VN be the solution of the Galerkin
equation

a�qN � q
�

 � �u�� q
�

� all q
� � VN

In particular�
a�qN � 	i � �u�� 	i� i � �� �� � � �dN �

Hence our Galerkin�s method for solving �� is given by

���
��

qN �
PdN

j�� �j	j

PdN
j�� �jaj�	j� 	i � �u�� 	i� i � �� �� � � � � dN

��

Theorem ��
 Let q� qN be de�ned on 
 as above� and let q � L��
� Then
qN exists� is unique� and

kq � qNk
H

� �
� ���

	 �� �N 	�

This says the method ��� is convergent�

��



Proof� qN exists by using the strong ellipticity condition ���

a�q� q � Ckqk�
H

� �
� ���

� q � H� �
� �


and the Lax�Milgram theorem� see ���� p� ����� From this reference�

kq � qNk
H

� �
� ���

� C inf
p�VN

kq � pk
H

� �
� ���

� C inf
p�VN

kq � pk�L���� ���

with C a constant independent of N � Note that

kq � pk�L���� � k�q � �pkL��U�
with

�p �
dNX
�

�iH
�
i

Thus
inf
p�VN

kq � pk�L���� � inf
p�XN

k�q � �pkL��U� � k�q � PN �qkL��U�
Returning to ���

kq � qNk
H

� �
� ���

� Ck�q � PN �qkL��U� 	 ��

�

In order to get a more useful error bound� we need the following two
properties�

Lemma ��� �Approximation property� Let s� t � R with t � s� Then for
any u � Hs�U� there is an element uN � XN with

ku� uNkHt�U� � CN t�skukHs�U�

namely uN � PNu�

Proof� By Lemma ��� and Lemma ���� for r � R�
Hr�U � fg j kgk�Hr�U� ��g

where

g �
�X
n��

fanHn �
nX

m��

�amnH
m
n� � bmnH

m
n��g

��



and

kgk�Hr�U� �

	
�X
n��

��n � ��rfj an j� �
nX

m��

�j amn j� � j bmn j��g

 �
�

is equivalent to kgkHr�U�� Now for u � Hs�U� suppose

u �
�X
n��

fanHn �
nX

m��

�amnH
m
n� � bmnH

m
n��g

Let

uN �
NX
n��

fanHn �
nX

m��

�amnH
m
n� � bmnH

m
n��g

Hence uN � XN � and

ku� uNk�Ht�U� � Cku� uNk��Ht�U�

� C
�X

n�N

��n� ��tfj an j� �
nX

m��

�j amn j� � j bmn j��g

� C
�X

n�N

��n� ��t��s��n� ��sfj an j� �
nX

m��

�j amn j� � j bmn j��g

� C��N��t�s�
�X
n��

��n� ��sfj an j� �
nX

m��

�j amn j� � j bmn j��g

� CN��t�s�kuk��Hs�U�

� CN��t�s�kuk�Hs�U� for some constant C

So
ku� uNkHt�U� � CN t�skukHs�U�

�

Lemma ��� �Inverse property� Let t� s � R with t � s� Then for any
v � XN �

kvkHs�U� � CN s�tkvkHt�U�

with C independent of v and N�

��



Proof� For any v � XN �

v �
NX
n��

fanHn �
nX

m��

�amnH
m
n� � bmnH

m
n��g

and

kvk�Hs�U� � Ckvk��Hs�U�

� C
NX
n��

��n� ��sfj an j� �
nX

m��

�j amn j� � j bmn j��g

� C
NX
n��

��n� ��s��t��n� ��tfj an j� �
nX

m��

�j amn j� � j bmn j��g

� C��N � ���s�t�
NX
n��

��n � ��tfj an j� �
nX

m��

�j amn j� � j bmn j��g

� CN��s�t�kvk��Ht�U� � CN��s�t�kvk�Ht�U�

So
kvkHs�U� � CN s�tkvkHt�U�

�

Theorem �� Let q and qN be de�ned as above in ��� and ���� If q � Hs�
�
any s � R� s � ��

�
� then for any ��

�
� r � s�

kq � qNkHr��� � O�
�

N s�r


Proof� De�ne a projection

LN � H
� �

� �
	 VN 
 H� �
� �


such that
LNq � qN for any q � H� �

� �


Then LN is a bounded projection� In fact� by the strong ellipticity condition
���

a�q� q � �kqk�
H

� �
� ���

� � � �

��



This means that for any q � H� �
� �
 and

Kq�X � �

��

Z
�

q�Y 

jX � Y j
we get

�Kq� q � �kqk�
H

� �
� ���

From ���� p� ���

kLNqk
H

� �
� ���

� kqNk
H

� �
� ���

� kKk
�
kqk�

H
� �
� ���

That is

kLNk � kKk
�

��
and LN is bounded�
If q � VN then the solution of

a�q� q
�

 � �u�� q
�

 � all q
� � VN

is q itself� Hence

qN � q or LNq � q� any q � VN �

Thus LN is a projection�
Now for q � Hr�
� r � R� by Theorem ���� we have a unique �q � Hr�U

with Mq � �q� By the Approximation Property� for any s � r� we have
�q��N � XN � �q��N � VN for the orthogonal projection that

k�q � �q��NkHr�U� � CN r�sk�qkHs�U�

Also

kq � qNkHr��� � Ck�q � �qNkHr�U�

� C
h
k�q � �q��NkHr�U� � k�q��N � �qNkHr�U�

i
� C

h
kq � q��NkHr��� � kq��N � qNkHr���

i
� C

h
kq � q��NkHr��� � kLN�q��N � qk

Hr���

i

��



From the Inverse Property�

k�q��N � �qNkHr�U� � CN r� �
� k�q��N � �qNk

H
� �
� �U�

Then we have

kLN�q��N � qk
Hr��� � CN r� �

� kLN�q��N � qk
H

� �
� ���

Hence

kq � q��NkHr��� � kLN�q��N � qk
Hr���

� Ckq � q��NkHr��� � CN r� �
�kLN�q��N � qk

H
� �
� ���

� Ckq � q��NkHr��� � CN r� �
�kq��N � qk

H
� �
� ���

� Ckq � q��NkHr��� � CN r� �
�N� �

�
�rkq��N � qk

Hr���

� Ckq��N � qk
Hr���

� Ck�q��N � �qkHr�U�

� CN r�sk�qkHs�U�

� CN r�skqkHs���

So

kq � qNkHr��� � O�
�

N s�r


for any s � r� and q � Hs�
�
�

��� Condition number of system
We approximate the solution q of �� by Galerkin�s method on VN � The

method leads to solving the usually small linear system

B� � b

where
B � �ai�jdN�dN � ai�j � a�	i� 	j i� j � �� �� � � � � dN
�T � ���� � � � � �dN � bT � ��u�� 	�� � � � � �u�� 	dN 

The following theorem gives an upper bound for the condition number of the
matrix B�

��



Theorem ���� The condition number of the matrix B is O�N�

Cond�B � kBkkB��k � CN

for C a constant�

Proof We de�ne the matrix norm by

kBk � max
��RM �� ���

jB	j
j	j

It is known that the smallest and largest eigenvalues of the symmetric positive
de�nite matrix B satisfy

� � min � min
��RM �� ���

	B	

j	j� � max � max
��RM �� ���

	B	

j	j�

where j � j denotes the usual Euclidean norm�

j	j � �
MX
i��

	�i 
�
�

Thus the condition number of B is given by

Cond�B � kBkkB��k � max

min

See ���� pp� ���������

Recall that

�	i� 	j�L���� � ��	i� �	jL��U� � �H
�
i � H

�
j L��U� � �i�j � i� j � �� �� � � � � dN �

So for any qN � VN with qN �
PdN

i�� �i	i� there is a unique

� � ���� � � ��dN  � RdN

and

j�j �
vuut dNX

i��

j�ij� �
p
�T�

��



In addition�

kqNk��L���� � �qN � qN�L���� � �
X

�i	i�
X

�i	i�L���� �
dNX
i��

dNX
j��

�i�j�	i� 	j�L���� � �T�

From Lemma ���� there are constants C�� C� �independent of N for which

C�kqNk�L���� � kqNkL���� � C�kqNk�L����� N � �

So
�� C��

T� � kqNk�L���� � C��
T�

From previous results �in the proof of Theorem ����� we have

a�qN � qN � C�kqNk�
H

� �
� ���

and

kqNkL���� � kLNqkL���� � C�N
�
�kLNqk

H
� �
� ���

� C�N
�
�kqNk

H
� �
� ���

with C�� C� are constant� So

a�qN � qN � C�kqNk�
H

� �
�
��� � CN

��kqNk�L����
with C constant� and

a�qN � qN � �KqN � qN 
� kKqNk

H
�
� ���

kqNk
H

� �
� ���

� kKkkqNk�
H

� �
� ���

� C�kqNk�L����
where C� is a constant� Thus

�� CN
��kqNk�L���� � a�qN � qN  � CkqNk�L����

Hence we have the following from �� and ���

�TB�

�T�
�
a�qN � qN

�T�
� C�kqNk�L����

�T�
� C

��



�TB�

�T�
�
a�qN � qN

�T�
� CN

��kqNk�L����
�T�

� C
�

N

Then

max � sup
����

�TB�

�T�
� C

min � inf
����

�TB�

�T�
� C

�

N

Hence

Cond�B �
max

min

� CN

for some constant C�

�

��� Error bound for uN

The error bound for solving �� is obtained as follow� Let

uN�X �
�

��

Z
�

qN�Y 

jX � Y jdY� X � 	 ���

Using the maximum principle for harmonic functions�

max
X��

ju�X� uN�Xj � max
Z��

ju�Z� uN�Zj

with respect to the true solution u of ��� Let X 	 Z � 
 from ���� we
have

uN�Z � KqN �Z
So

ju�z� uN�Zj � jK�q � qN�Zj
Recall that for any � � � � �� H����
 
 C�
 and

kgk� � kgkH���

Also
K � H� 	 H���

��



is a bounded operator� see ���� p������ Thus for Z � 
�

jK�q � qN �Zj � CkK�q � qN kH���

� Ckq � qNkH�

By Theorem ���
kq � qNkH� � CN ��rkqkHr

for any q � Hr� r � ��
Hence

max
X��

ju�X� uN�Xj � CN ��rkqkHr��� ���

and this converges to zero as N 	�� provided q � Hr�
 with r � ��

��



� Implementation of Galerkin�s method

The Galerkin�s method we described above converts our problem �� to the
usually small linear system ��� The most di�cult part of the implementation
is the calculation of the Galerkin coe�cients �	i�K	j� for � � i� j � dN � Each
of these is a double surface integral over 
� with K	i involving a singular
integrand� and both integrals must be calculated numerically� With a proper
transformation �see ��� p���� we can assume that all integrals are over U �
the unit sphere� We use a !product Gaussian quadrature method�� which is
discussed in paper ����
Let

I�f �
Z
U
f�QdsQ �

Z ��

�

Z �

�
f��� � sin��d�d�

with f��� � denoting f�Q with Q � �cos� sin �� sin� sin �� cos �� Approxi�
mate this by the product Gaussian formula

IM�f � �
�MX
i��

MX
j��

�jf��i� �j ���

Here M � �� � � �
M
� �i � i� for i � �� �� � � ��M � and f�jg� fcos��jg are

the Gauss�Legendre weights and nodes of order M on ������� The degree of
precision of the formula is �M � � �see Stroud ���� p� ���� or see ����
Theorem ���� For f � H t�U with t � �� t � R�

IM�f	 I�f

as M 	�� Moreover�

jI�f� IM�fj � C

��M � �t��
kfkHt�U��

Proof� For t � �� H t�U 
 C�U From ��� Theorem ���

IM�f	 I�f as M 	�
for f � C�U� Also� we can write f � H t�U as

f �
�X
n��

	
anHn �

nX
m��

�amnH
m
n� � bmnH

m
n�



���

��



where Hn� H
m
n�� H

m
n�� m � �� � � �n� n � �� � � �� are orthonormal basis from

the normalization of orthogonal basis functions

Pn�cos �� P
m
n �cos � cos�m�� P

m
n �cos � sin�m�

for � � m � n� n � �� �� � � ���
Using these basis functions� we can write

f��� � �
�X
n��

	
AnPn�cos � �

nX
m��

fAm
n cos�m� �Bm

n sin�m�gPm
n �cos �




� g��� � �
�X

n��M

	
AnPn�cos � �

nX
m��

fAm
n cos�m� �Bm

n sin�m�gPm
n �cos �




where fAm
n � B

m
n g are given below in ��� and ���� and each such coe�cient is

an appropriate multiple of the corresponding coe�cient in ���� Also� g��� �
is a polynomial degree � �M � ��

g��� � �
�M��X
n��

	
AnPn�cos � �

nX
m��

fAm
n cos�m� �Bm

n sin�m�gPm
n �cos �




Since Z
U
pmn �cos�sinm�dU � �Z

U
pmn �cos�cosm�dU � �Z
U
pn�cos�dU � �

for n � �� Hence

I�f � I�g �
�X

n��M

�
Z ��

�

Z �

�
AnPn�cos � sin �d�d�

�
nX

m��

fAm
n

Z ��

�

Z �

�
cos�m�Pm

n �cos � sin �d�d�

� Bm
n

Z ��

�

Z �

�
sin�m�Pm

n �cos � sin��d�d�g�
� I�g

��



For the numerical integral IM�f�

IM�f � IM�g �
�X

n��M

�AnIM�Pn�cos �

�
nX

m��

fAm
n IM�cosm�P

m
n �cos � �Bm

n IM�sinm�P
m
n �cos �g�

So we have

I�f� IM�f � �
�X

n��M

�AnIM�Pn�cos �

�
nX

m��

fAm
n IM�cosm�P

m
n �cos � �Bm

n IM�sinm�P
m
n �cos �g�

By ��� pp� �������� Z �

��
P �
n�xdx �

�

�n� �Z �

��
jPm

n �xj�dx �
�n �m"

�n�m"

�

�n� �

Let
A�
n � An� a�n � an

Then

Am
n �

vuut�n� �
�

�n�m"

�n�m"
amn for m � �� � � �n ���

Bm
n �

vuut�n� �
�

�n�m"

�n�m"
bmn for m � �� � � �n ���

The trapezoidal rule is given by

�Tm�f � h
m��X
j��

f�tj

with h � ��
m
� tj � jh� for � � j ��� We have

�Tm�e
ikt �

�
�� � k � � �modm
� � k �� � �modm

��



see ��� p� ���� So �Tm�sin kt � �� for all k� that is

h
m��X
j��

sin�ktj � �

for any k� Hence we have the following�

IM�sin�m�P
m
n �cos�� � ��

�M��X
j��

sin�mj��
MX
i��

�iP
m
n �cos �i

� �

for all integer m�
Since kIMk � �� as a linear function on C�U� we have

�
�MX
i��

MX
j��

�j � ��

Then

jI�f� IM�fj �
�������

�MX
i��

MX
j��

�j

�X
n��M

nX
m��

Am
n P

m
n �cos �j cosm�i

������
�

�������
�MX
i��

MX
j��

�j

������
������

�X
n��M

nX
m��

vuut�n� �
�

�n�m"

�n�m"
amn cosm�iP

m
n �cos �j

������
� �

�MX
i��

MX
j��

�j

�X
n��M

nX
m��

vuut�n� �
�

�n�m"

�n�m"
jPm

n �cos��jj jamn j

� ��
�X

n��M

	
nX

m��

�n� �

�

�n�m"

�n�m"
jPm

n �cos �jj�

 �
�
	

nX
m��

jamn j�

 �
�

� ��
�X

n��M

s
�n � �

�

	
nX

m��

jamn j�

 �
�

This last step uses the result from ��� p� ��� Then

jI�f� IM�fj � ��
�X

n��M

	
��n� ���t��

�

nX
m��

��n� ��tjamn j�

 �
�

��



� ��

	
�X

n��M

��n� ���t��

�


 �
�
	

�X
n��M

nX
m��

��n� ��tjamn j�

 �
�

� C

�Z �

�M
��x� ���t��dx

� �
� kfkHt�U�

� C

��M � �t��
kfkHt�U�

where C is a constant depending on t� �

Note� The result obtained here is slightly stronger than the convergence
result from ��� p� �����

��� Numerical Evaluation of Galerkin Coe�cients and uN
To evaluate K	j� we use a method described in ���� Write

K	j � �K�	j � �KH�
j �

Z
U
H�

j �Qu �K�Pu� QudsQu ���

with Pu � U and an appropriate �K de�ned on U � �K is the kernel func�
tion for mapping �K� Note this integrand has an unbounded discontinuity
in �K�Pu� Qu at Qu � Pu� If we apply method ��� to ��� directly� the
convergence will be slow� So in order to avoid this� we use a new spherical
coordinates representation for the integral� see ��� pp� ������� with

Qu � Qu��
��

� �
��

 � �cos�
��

sin �
��

� sin�
��

sin �
��

� cos �
��



with Qu � Pu corresponding to �
��
� � or �

��
� �� ThenZ

U
H�

j �Qu �K�Pu� QudsQu �
Z ��

�

Z �

�
H�

j �Qu��
��

� �
��

 �K�Pu� Qu��
��

� �
��

 sin �
��

d�
��

d�
��

�
Z ��

�

Z �

��
H�

j �Qu��
��

� cos�� z �K�Pu� Qu��
��

� cos�� zdzd�
��

The singularity in the integrand now occurs along the line z � �� or z � ��
The convergence for applying the method ��� to the above integral is

quite good in our examples� For the entire coe�cient� we use

�	i�K	j � �H�
i �
�KH�

j  � IM�H
�
i �
�KH�

j 

and we use the standard rule IM for the inner product integral� Since �KH�
j

is quite smooth� the method is quite accurate with a smaller M �Mo�outer

��



integral parameter than is used for the singular integration�inner integral
parameter M � Mi� In general� we choose M � N in our examples� For
more details� see ��� pp� �������
The integral for uN�X� X � 	� is evaluated using IM to approximate

���� Note that when X �� 
� the integration kernel is smooth� but when X
approaches the boundary� the integrand is increasingly peaked� This means
that numerical integration with a �xed M is less accurate as X approaches

� This is shown in later examples�

��



� Numerical examples

We use the algorithm described in ��� and we choose three kinds of surfaces
in R�� The true solutions are from the following�

u� � �

u� � x

u� � x� � y� � z�

u� � ex cos y � ez sin x

u � ��x� �� � �y � �� � �z � ��� �
�

EXAMPLE � Let 
 � U � the unit sphere� x��y��z� � �� We calculate
the error u� u� � in which the degree of the approximating polynomial is ��
the integration parameters for calculating the Galerkin coe�cient are� inner
integration parameterMi � �� and outer integration parameterMo � ��� In
Table �� the �rst error column is based on the boundary function u�� and the
second� on u� Both have an accurate solution� and we do not need a higher
degree of approximation� Note that for u � u�� the errors in the table are
entirely due to the numerical integration of the various inner products� and
the numerical integration of u� as de�ned by ����

Table �� 
 � Unit sphere

x y z u� � u�� u � u�
������ ������ ������ ������D � �� ������D � ��
������ ������ ������ ������D � �� ������D � ��
������ ������ ������ ������D � �� ������D � ��
������ ������ ������ ������D � �� �����D � ��

EXAMPLE � Let 
 be the ellipsoid

x� �

y

���

��
�

z

�

��
� � �E�

��



We still use Mi � ��� Mo � �� for calculating the Galerkin coe�cients�
First� we calculate the Laplace expansion for u� �M���X� for X � 
� on
unit sphere� to see how the Laplace coe�cients decrease as N increases� See
Table ��

Table �� Maximum Laplace coe�cients for u � u with N � �

degree I the maximum coe�cient for degree I

� ������������D � ��
� ������������D� ��
� ������������D� ��
� �������������D� ��
� ������������D� ��
� ������������D� ��
� ������������D� ��
� ������������D� ��
� ������������D� ��

Second� we want to calculate uN�X� X � 	� When X approaches the
boundary 
� the integrand becomes increasingly ill�behaved� and we need
to increase the degree N of the approximation and the integration parame�
ter�say M for getting uN�X� in order to have su�cient accuracy near the
boundary� For this example� the point with the largest error at which we
evaluated uN�X was ����� ���� ���� In Table �� the �rst error column is
based on N � � with an integration parameter M � ��� and the second
error column is based on N � ��M � ���
Table � shows an increase in accuracy when the approximation degree is

increased� For di�erent functions u� we need di�erent degrees in order to have
comparable sized error� This can be seen in comparing Table � and Table �
Finally� we show in Figure � how the error behaviour varies with the approxi�
mation degree� In the graph� the solid line !�� is the maximum of the absolute
value of the errors among the � points ��� �� ������� ���� ���������� ����� ����
and ����� ���� ��� for u � u� the star line !#� is that for u � u�� and the
circle line !o�� is that for u � u��

��
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Table �� The error for the case of u � u� on the ellipsoid

x y z u� � u�� u� � u��
���� ���� ���� ������D � �� �����D � ��
���� ���� ���� ������D � �� �����D � ��
���� ���� ���� ������D � �� �����D � ��
���� ���� ���� �����D � �� ������D � ��
���� ���� ���� �����D � �� ������D � ��

��



Table �� The error for the case u � u� and u � u on the ellipsoid

x y z u� � u�� u � u�
���� ���� ���� �����D � �� �����D � ��
���� ���� ���� �����D � �� �����D � ��
���� ���� ���� ������D � �� �����D � ��
���� ���� ���� ������D � �� ������D � ��

If we de�ne 
 to be the ellipsoid

x� �

y

�

��
�

z

�

��
� � �E�

it is more ill�behaved than E� in the sense of being more thin and narrow in
shape� Consequently the accuracy is worse for comparable values of N � This
is shown in Table � which uses N � �� M � ���

Table �� Errors for ellipsoid �E�

x y z u� � u�� u � u�
���� ���� ���� ������D � �� �����D � ��
���� ���� ���� ������D � �� �����D � ��
���� ���� ���� ������D � �� �����D � ��
���� ���� ���� ������D � �� �����D � ��

Now if we increase the degree of the approximation �N � � and the
integration parameter�M � �� for calculating uN�A� A � 	� we obtain
better results� as shown in Table ��

Table �� Improved errors for ellipsoid �E�

x y z u� � u�� u � u�
���� ���� ���� �����D � �� ������D � ��
���� ���� ���� �����D � �� ������D � ��
���� ���� ���� �����D � �� ������D � ��
���� ���� ���� �����D � �� ������D � ��

��



EXAMPLE �We use a peanut�shaped region� based on the ovals of Cassini�

 is de�ned by

R �

r
cos��� �

q
� � �� sin����

�x� y� z � R�sin � cos�� � sin � sin�� cos �

The larger � is� the better is the behaviour of the solution procedure� based
on comparing the results in Table � and Table �� Figures � and � are the
cross�sections in the xz�plane with � � ��� and � � ��� respectively� Also�
for both the � � ��� and � � ��� cases� function u gives smaller errors than
function u� does� since u� varies greatly and more rapidly over some sections
of this region�

Table �� � � ��� for $peanut% region

x y z u� � u�� u � u�
���� ���� ���� ������D � �� �����D � ��
���� ���� ���� ������D � �� �����D � ��
���� ���� ���� ������D � �� ������D � ��
���� ���� ���� ������D � �� �����D � ��

Table �� � � ��� for $peanut% region

x y z u� � u�� u � u�
���� ���� ���� ������D � �� ������D � ��
���� ���� ���� ������D � �� ������D � ��
���� ���� ���� ������D � �� �����D � ��
���� ���� ���� ������D � �� ������D � ��
���� ���� ���� ������D � �� ������D � ��

��
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EXAMPLE � Finally� we de�ne a heart�shaped region�

�x� y� z � R�� sin � cos�� sin � cos�� cos �

R�x� y� z � �� �� � ����z � ����� �x� y� z � U

In Table �� the �rst error column is based on using the boundary function
u�� and the second and third error columns are based on u with N � �
and N � � respectively� Once we choose su�ciently large inner and outer
integration parameters Mi and Mo� for calculating the Galerkin coe�cients�
�for example� Mi � �� and Mo � ���the accuracy of the error depends on
the approximation degree N �

Table �� Using di�erent boundary functions for testing error

x y z u� � u�� u � u� u � u�
���� ���� ���� ������D � �� ������D � �� ������D � ��
���� ���� ���� ������D � �� �����D � �� ������D � ��
���� ���� ���� ������D � �� ������D � �� ������D � ��
���� ���� ���� ������D � �� ������D � �� ������D � ��

��
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