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Abstract Although stiff differential equations is a mature area of research in scien-
tific computing, a rigorous and computationally relevant characterization of stiffness
is still missing. In this paper, we present a critical review of the historical development
of the notion of stiffness, before introducing a new approach. A functional, called the
stiffness indicator, is defined terms of the logarithmic norms of the differential equa-
tion’s vector field. Readily computable along a solution to the problem, the stiffness
indicator is independent of numerical integration methods, as well as of operational
criteria such as accuracy requirements. The stiffness indicator defines a local reference
time scale �t , which may vary with time and state along the solution. By comparing
�t to the range of integration T , a large stiffness factor T/�t is a necessary condition
for stiffness. In numerical computations, �t can be compared to the actual step size
h, whose stiffness factor h/�t depends on the choice of integration method. Thus
�t embodies the mathematical aspects of stiffness, while h accounts for its numeri-
cal and operational aspects.To demonstrate the theory, a number of highly nonlinear
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test problems are solved. We show, inter alia, that the stiffness indicator is able to
distinguish the complex and rapidly changing behavior at (locally unstable) turning
points, such as those observed in the van der Pol and Oregonator equations. The new
characterization is mathematically rigorous, and in full agreement with observations
in practical computations.

Keywords Initial value problems · Stability · Logarithmic norms · Stiffness ·
Stiffness indicator · Stiffness factor · Reference time scale · Step size

Mathematics Subject Classification (2000) 65L04 · 65L05

1 Introduction

Over the years, many different numerical methods and codes have been designed for
the efficient solution of stiff initial value problems. Nevertheless, 60 years after the
seminal paper of Curtiss and Hirschfelder [5] which opened this field, stiffness has
yet to be properly defined. As Hairer and Wanner remark, [11, p. 1]:

While the intuitive meaning of stiff is clear to all specialists, much controversy
is going on about its correct mathematical definition […]. The most pragmatical
opinion is historically the first one (Curtiss and Hirschfelder 1952): stiff equations
are equations where certain implicit methods, in particular BDF, perform better,
usually tremendously better, than explicit ones.

Although the (originally) emphasized passage is usually attributed to Curtiss and
Hirschfelder [5], it is in fact not contained in that paper. Reportedly it reflects the
opinion of the authors at the time. But even though most researchers agree with this
characterization, it immediately leads to difficulties. For example, the “performance”
of computational methods is part of the characterization, and it is not mentioned that
superior performance crucially depends on “certain implicit methods” having large
enough stability regions. Further, it offers no clues as to how one can find out whether
an initial value problem exhibits stiffness, without trying different solvers. Dekker and
Verwer [8, p. 5] write:

The problems called stiff are diverse and it is rather cumbersome to give a
mathematically rigorous definition of stiffness.

This is confirmed by Shampine [16], who writes:

A major difficulty is that stiffness is a complex of related phenomena, so that it
is not easy to say what stiffness is.

In fact, according to Cash [4], there is (as yet?) no proper definition:

One of the major difficulties associated with the study of stiff differential systems
is that a good mathematical definition of the concept of stiffness does not exist.

In spite of this, research has not suffered, as Ekeland et al. [9] suggest:
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It is perhaps true that a precise definition of stiffness is not crucial for practical
purposes.

Dekker and Verwer [8, p. 13] appear to support a similar view:

Stiff problems from practice are well recognized.

Nevertheless, even though stiffness is phenomenologically well understood, the lack of
a proper definition is unsatisfactory, not least from a pedagogical perspective. There is a
need to define stiffness in a reasonably rigorous, simple and mathematically appealing
way, rather than relying on descriptive approaches, in terms of operational criteria,
method classes, software performance, or various notions of how “computationally
demanding” a problem is or might be.

In this paper we construct a new concept of stiffness that is both mathematically
rigorous and of direct computational relevance. This includes an effort of unifying
many previous well-motivated and justified characterizations of stiffness. We limit
ourselves to considering initial value problems in which perturbations are, at least
in part, strongly damped in forward time. Thus we do not consider weakly damped
highly oscillatory problems to be stiff—such problems are of a different nature and
pose other requirements than those associated with strongly damped systems.

The approach we take is inspired by the following quote (original emphasis) from
Dekker and Verwer, [8, p. 5]:

The essence of stiffness is that the solution to be computed is slowly varying but
that perturbations exist which are rapidly damped.

Shampine [17, p. 4] has expressed the same view, perhaps even more aptly:

A way we prefer for describing the latter condition is that [the solution] is very
unstable in the opposite direction [of time].

Noting that both quotes refer to the solution of the problem, we view them as a
posteriori characterizations, as opposed to a priori characterizations, which would
make no use of the problem’s solution, but only of the vector field itself. Another
observation is that stiffness is related to the stability of a given solution, and therefore
requires a norm for its analysis. Thus we abandon the “classical” discussion of stiffness
in terms of eigenvalues, in favor of characterizing damping rates in terms of logarithmic
norms. The latter are used to construct a new functional, the stiffness indicator, which
is readily computable a posteriori, along a solution to the differential equation.

The stiffness indicator depends exclusively on the problem, and is independent of
computational criteria such as method order, stability regions and accuracy require-
ments. It may vary in magnitude along the solution, and determines a local reference
time scale �t > 0, such that any given relevant time scale or step size h > 0 (which
may depend on method choice and operational criteria etc.) can be assessed with
respect to stiffness through a simple, dimensionless stiffness factor, h/�t . Thus a
time scale h is “stiff” whenever h/�t � 1. The practical use of this theory will
be clearly demonstrated by solving a number of nontrivial, nonlinear test problems,
analyzing how stiffness varies along the computed solution.
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2 A brief review and critique of the notion of stiffness

It is impossible to give a complete review of the historical development of the notion
of stiffness in a short space, but a few carefully selected quotes from the literature
serve well to illustrate how various mathematical thoughts and characterizations have
evolved. Hairer and Wanner [11, p. 2] begin their treatment of stiff problems with a
deceptively simple sentence:

Stiff equations are problems for which explicit methods don’t work.

On closer inspection, it is quite informative. Thus explicit methods may suffer a
breakdown when applied to the initial value problem ẋ = f (x); x(0) = x0. The key
word is explicit—it means that the method only uses direct evaluations of the function
f to advance the solution, with no algebraic equation solving involved. The breakdown
occurs in problems where f ′(x) is “large,” causing severe time step size restrictions in
explicit methods. The issue is resolved by instead using dedicated implicit methods,
which invoke Newton-type methods for nonlinear equation solving.

This phenomenon is not unique to differential equations. It is also well known in
optimization, where simple gradient methods have similar limitations. Thus, using
steepest descent to minimize a convex functional F(x) leads to the iteration xm+1 =
xm − h gradx F(xm), where the line search step size h is changed on every step.
But this is merely the explicit Euler method applied to the ODE ẋ = −gradx F(x).
In problems with steep gradients, then, the iteration may slow dramatically, making
Newton-type methods preferable in spite of their relative complexity. In ODE terms,
this corresponds to replacing the explicit Euler method by an implicit method, or a
Rosenbrock-type method, designed for solving stiff ODEs.

Likewise, in nonlinear equations, fixed point iteration xm+1 = f (xm) does not
converge for problems where f ′(x) is large. Unsurprisingly, the remedy is to turn to
Newton-type methods. In a similar way, in iterative solvers for large linear systems,
convergence may become painfully slow unless appropriate “preconditioning” is used.
For example, if (damped) Jacobi iteration is used to solve the (discrete) Laplace equa-
tion �u = 0, the iteration is equivalent to using explicit Euler (in pseudo time) to
solve the diffusion equation ut = �u with the step size on the CFL limit. To speed up
this unacceptably slow process, a preconditioner is necessary. Once again, this corre-
sponds to replacing the explicit method by a Rosenbrock-type method better suited to
solving the diffusion equation, well-known to be stiff.

In view of the manifold instances of closely related, well-understood problems in
other areas of numerical analysis, it ought to be possible to define stiffness in math-
ematical terms. The question is: for what problems are explicit methods inadequate
for solving ẋ = f (x)? As the common pattern above indicates, the step size h of
explicit methods is restricted by the magnitude of f ′(x). It is therefore reasonable
to expect that this restriction can be determined from f ′(x) alone, without making
additional assumptions on operational criteria such as method choice and accuracy
requirements. This is indeed the case, and the crucial issue is to expose how a given
f ′(x) is associated to a characteristic time scale h.

The first mention of the word “stiff” by Curtiss and Hirschfelder in 1952 [5] dis-
cusses a scalar differential equation of the form
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ẋ = 1

a(t, x)
(x − g(t)), (2.1)

where we have changed variable names to match the notation used throughout this
paper. For this equation, Curtiss and Hirschfelder characterize stiffness as follows:

If �t is the desired resolution of t or the interval which will be used in the
numerical integration, the equation is “stiff” if

∣
∣
∣
∣

a(t, x)

�t

∣
∣
∣
∣
� 1

and g is well behaved.

Although this first characterization is imprecise and relies on a simple scalar model
equation, its importance lies in relating a time scale �t to the decay rate of transients.
This rate is supposedly governed by the coefficient a(t, x), which is assumed to be
negative. As the coefficient depends on t and x , the time scale �t will vary accordingly
along the solution. A simplified case is to take a(t, x) constant, say a(t, x) = 1/λ < 0.
Then the equation is “stiff” with respect to �t if |λ�t | � 1.

To extend the characterization above, linear systems of equations of the form ẋ =
Ax+g(t) were considered. A common early approach is the one explained by Lambert
[13, pp. 231ff]. It is assumed that the eigenvalues of A are located in the left half
plane; some have large negative real parts while others have small. The stiffness ratio
is defined as max |Re λ[A]|/ min |Re λ[A]|, and a large stiffness ratio is claimed to be
characteristic of stiff systems.

Although such a span in negative real parts of eigenvalues is often observed, it
is neither necessary nor sufficient for stiffness, as Byrne and Hindmarsh [3, pp. 3ff]
pointed out. First, as Curtiss and Hirschfelder had already suggested, there are scalar
stiff problems (hence with a unit stiffness ratio); second, the stiffness ratio is not
related to any time scale; and third, stiffness often varies along the solution and is not
necessarily a global property. Worse still, the stiffness ratio breaks down for singular
matrices, for which the characterization is simply misleading.

For nonlinear systems Lambert suggests checking the stiffness ratio of the eigen-
values of the Jacobian matrix, [13, p. 232]. This approach is highly questionable,
however, and Artemiev and Averina [1, p. 6] note:

For example, a nonlinear autonomous ODE system with f (0) = 0 can be called
stiff if real parts [sic] of the eigenvalues of the Jacobi matrix [ f ′(0)] satisfy the
above conditions. However, the famous van der Pol equation, which is frequently
used as an example of stiff ODEs, does not satisfy this definition. […] it is
impossible to determine stiffness only by means of eigenvalues of the Jacobi
matrix for nonlinear systems […]

Although this criticism is in part valid (eigenvalues cannot be used) it is off the
mark, as the zero solution of the van der Pol equation is an unstable equilibrium. Thus
stiffness does not occur near the origin, but only along the limit cycle. As the stability
properties near the attractor are nontrivial, however, a precise stiffness characterization
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must rely on local information about the solution. The a posteriori stiffness indicator
constructed in this paper will address this issue and will be demonstrated to resolve
the questions raised by Artemiev and Averina.

As an alternative to using eigenvalues, Higham and Trefethen [12] suggest charac-
terizing stiffness in terms of pseudospectra, as non-normality can have a significant
effect on the transient behavior of the system. It is correctly argued that short-term
behavior is more important than the long-term, asymptotic behavior associated with
the eigenvalues. Further, unlike the eigenvalues, the pseudospectrum depends on the
choice of norm, which is essential since stability analysis in general requires a norm.

Earlier attempts avoiding eigenvalues (and including nonlinear systems) character-
ize stiffness as systems with large Lipschitz constants, see e.g. Dahlquist [7]. If such
a system is integrated using an explicit method, the maximal step size is inversely
proportional to the Lipschitz constant, h ∼ 1/L . Hence, if the range of integration is
[0, T ], the number of steps required to complete the integration is N ∼ LT and may
become exceedingly large if LT � 1. The latter condition essentially defines what is
meant by a “large Lipschitz constant,” and combines an equation property, L , with a
time scale, T .

But a large Lipschitz constant does not capture stiffness either. The main short-
coming is that it does not distinguish between solving the problem in forward and
reverse time. While changing the direction of time leaves the Lipschitz constant
invariant, stability changes completely. Yet, with an appropriate method, some sys-
tems with arbitrarily large Lipschitz constants—stiff problems—can be solved “effi-
ciently,” by which we mean that an accurate solution can be obtained with a “small”
number of steps N � LT . In fact, N may even be independent of the magnitude
of LT . Discussing error bounds, Dahlquist recognized this already in 1958, [6, p.
52]:

The Lipschitz constant is then wrong in principle.

Dahlquist also pioneered the study of A-stability, investigating methods having
unbounded stability regions, for the purpose of solving stiff problems efficiently. Inter-
estingly, this analysis can be carried out starting from the scalar test equation

ẋ = λx . (2.2)

Although (2.2) cannot represent stiffness according to some of the early characteriza-
tions, the point is that a method’s stability region is determined by hλ, a dimensionless
product of the problem parameter λ and the method parameter (time scale) h. In par-
ticular, an A-stable method (whose stability region covers C

−) does not impose any
stability restrictions on the step size h if Re λ ≤ 0, no matter how large |λ| is. Noting
that in (2.2) the Lipschitz constant is L = |λ|, this means that we may use “large step
sizes” in the sense that hL � 1. This can be compared to the previously mentioned
product LT , with the distinction that in (2.2) the sign of Re λ (or equivalently, the
direction of integration) matters.

A completely different approach is proposed by Brugnano et al. [2]. They suggest
defining the “stiffness ratio” by
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ρ = sup
η

‖x( · ; η)‖L1[0,T ]
‖x( · ; η)‖L∞[0,T ]

,

where η is the initial condition of the solution x on [0, T ], i.e., x(0; η) = η. Interest-
ingly, their notion can also be used for boundary value problems (although computa-
tional difficulties are then different in nature). However, since ρ is simply a constant, it
is a “global” notion and therefore unable to distinguish whether stiffness varies along
the solution. Essentially, ρ is the ratio of the range of integration T to the shortest
intrinsic time scale T ∗, as defined by the fastest decay rate.

The examples above are far from exhaustive, but they illustrate that defining stiffness
is nontrivial, with a large variety of ideas in the vast, existing literature, see e.g. [18] for
further critique. In the end, researchers have often preferred to rely on experience: every
practicing numerical analyst learns what is special about stiff problems by solving a
few. Even so, we shall develop the idea, expressed by Dekker and Verwer as well as
by Shampine, that in order to characterize stiffness one must consider perturbation
damping rates, as well as the stability of the solution to the system.

3 A priori stiffness—an informal characterization

Separating the mathematical properties of stiffness and operational criteria can be
done, arguing that certain mathematical criteria are necessary for stiffness, and would
also be sufficient under additional operational conditions. We shall seek such necessary
conditions, and distinguish between an a priori characterization of stiffness, in terms of
the system of differential equations alone, and an a posteriori characterization, which
also assumes that a solution x(t) is known, defining stiffness with respect to that
solution. The a posteriori analysis makes it possible to localize stiffness and quantify
it at any given point in time and state space. The latter approach is treated separately
in the next section.

The scalar Prothero–Robinson equation [15]

ẋ = λ
(

x − g(t)
) + ġ(t); x(0) 
= g(0), t ∈ [0, T ], (3.1)

where λ � −1, is a well-known model problem similar to the Curtiss and Hirschfelder
equation (2.1), see also Gear [10, p. 211]. The solution is

x(t) = etλ(x(0) − g(0)
) + g(t), (3.2)

where g(t) is the particular solution and the exponential term correspond to transients.
As a method of order p recovers polynomial solutions up to degree p exactly, the
appropriate step size for computing the particular solution is only a matter of how
well g(t) can be locally approximated by a polynomial P(t) of degree p. The error
|g(t)− P(t)| will remain sufficiently small on a grid of mesh width H , say. Although
H could vary along the solution, we shall in this preliminary discussion assume that
it is constant.
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If an explicit method is used to solve the problem, there is a potential conflict
between the time scale H of g(t) and the time scale of the exponential etλ. Thus
numerical stability will restrict the actual step size h > 0 such that |hλ| ≈ 1, irre-
spective of whether the transient has decayed or not. As h ∼ 1/|λ|, the integration
effectively stalls if λ → −∞, and even a moderately large negative λ may require
h � H . This condition represents stiffness, which can be quantified in terms of the
magnitude of the dimensionless quantity Hλ, or, preferably, H/h. The problem is
non-stiff if |Hλ| � 1 and stiff if Hλ � −1. Should λ be positive, however, the
homogeneous solution never decays. It dominates the solution (3.2), and stiffness will
not occur.

As a scalar model problem is too simplistic, we need to extend the analysis. The
Prothero–Robinson problem can be generalized to nonlinear systems of the form

ẋ = f
(

x − g(t)
) + ġ(t), t ∈ [0, T ], (3.3)

where the vector field f : R
n → R

n satisfies f (0) = 0 and a monotonicity condition1

m[ f ] · ‖u − v‖2 ≤ 〈u − v, f (u) − f (v)〉 ≤ M[ f ] · ‖u − v‖2, u, v ∈ D. (3.4)

Here m[ f ] and M[ f ] are the lower (g.l.b.) and upper (l.u.b.) logarithmic Lipschitz
constants, respectively [20]. We further assume that x(0) − g(0) ∈ D ⊂ R

n .
Letting et f denote the flow of ż = f (z), the solution of (3.3) is structurally analo-

gous to the linear problem (3.2). Thus it can be written

x(t) = et f (x(0) − g(0)
) + g(t),

where we assume that the flow is positively invariant on the simply connected set D,
i.e., et f (D) ⊆ D for t ∈ [0, T ]. This implies that D contains the vector x(t) − g(t)
for all t ∈ [0, T ].

Again, suppose that g(t) can be approximated on a mesh of width H < T . As
et f (0) = 0, transients are bounded by ‖et f

(

x(0) − g(0)
)‖ ≤ L[et f ] · ‖x(0) − g(0)‖

for t ≥ 0, where L[et f ] is the l.u.b. Lipschitz constant of the flow on D. This Lipschitz
constant is in turn bounded below and above by

etm[ f ] ≤ L[et f ] ≤ et M[ f ] ; t ≥ 0,

where both inequalities are sharp for small t ≥ 0, [20]. Therefore, the maximal
perturbation growth rate is determined by M[ f ], while the fastest perturbation decay
rate is determined by m[ f ]. Note that the fastest decay rate in forward time corresponds
the fastest growth rate in reverse time—this is reflected by the property M[− f ] =
−m[ f ], which follows directly from (3.4).

1 The analysis in this paper can be carried out with respect to any given norm with analogous results.
However, for simplicity we have chosen to work with inner product norms, later further specialized to the
usual Euclidean norm.
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Let us first assume that the problem is dissipative, i.e. M[ f ] < 0. As transients
decay, all solutions approach g(t), with stiffness associated with the fastest decay
rate. For an explicit method, the step size h would have to be restricted such that
|hm[ f ]| ≈ 1 in order to maintain numerical stability. Thus h ∼ 1/|m[ f ]|, even after
transients have decayed. In analogy with the scalar case, where m[ f ] = λ, stiffness
is characterized by the condition h � H , or equivalently Hm[ f ] � −1.

In the scalar problem (3.1) we saw that stiffness does not occur when λ > 0. In
the system (3.3), however, the situation is more intricate. Assuming that the solution
is moderately unstable in forward time (M[ f ] > 0), it may still exhibit stiffness,
depending on the relative magnitudes of M[ f ] and m[ f ] < 0. The maximum growth
rate of et f then defines the time scale H > 0, such that H M[ f ] ≈ 1, as large steps
cannot be used to resolve an unstable solution. Meanwhile, the maximum decay rate
gives a time scale h > 0, such that hm[ f ] ≈ −1 as before. Stiffness still occurs if
h � H , which obviously implies Hm[ f ] � −H M[ f ] ≈ −1. Hence the stiffness
condition can be expressed in dimensionless form as

H(m[ f ] + M[ f ]) � −1, (3.5)

relating the problem parameters m[ f ] and M[ f ] to the time scale H . Note that the
two logarithmic Lipschitz constants are added. To our knowledge, there is no mention
of a similar stiffness condition in the literature. It will be further elaborated as an a
posteriori condition, and is the key notion in our characterization of stiffness.

There are simple interpretations for linear constant coefficient systems, i.e., when
f (x) = Ax . A condition H(M[A]− m[A]) � 1 bounds the “gap” in real parts of the
eigenvalues of H A, but the stiffness condition H(M[A] + m[A]) � −1 is entirely
different. Thus stiffness is not caused by a large gap (which is nonexistent in the scalar
case, as M[λ] = m[λ] = λ), but rather by the necessary condition Hm[A] � −1.
Nevertheless, M[A] is included in (3.5), where the sum m[A] + M[A] reflects that a
positive M[A] can partly or completely offset stiffness, if M[A] is of the same order as
m[A]. This is readily observable in practical computations, and will be demonstrated
to be an important effect e.g. in the van der Pol equation, which is not dissipative.

We finally note that the new characterization is consistent with most of the quotes
mentioned in the previous sections. For example, a large value of |m[ f ]| implies a
large Lipschitz constant, [7], but not the other way around; further, having eigenvalues
far into the left half-plane will imply that m[ f ] is large and negative, but the gap in
eigenvalues is immaterial; finally, the particular solution is highly unstable in reverse
time, [17], and it features rapidly damped transients, [8]. Thus most previous char-
acterizations of stiffness are covered by (3.5), although the latter is more general and
will be seen to provide essential new insight.

Parabolic differential equations is a classical example of stiffness in applied math-
ematics. Consider the diffusion problem

ut = uxx ≡ Lu; u(t, 0) = u(t, 1) = 0,
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with suitable initial data. Diffusion is an irreversible process, mathematically reflected
by the flow etL being a semigroup. Thus, on the space C1

0 [0, 1] ∩ L2[0, 1], we have
m[L] = −∞. As a consequence, for any reasonable spatial discretization, stiffness
is inevitable. This is directly linked to the fact that the diffusion equation in reverse
time is ill-posed, cf. Shampine’s remark on the solution of a stiff problem being “very
unstable” in reverse time, [17].

Let us discretize ∂2/∂x2 using equidistant second order finite differences. Taking
�x = 1/(N +1), we approximate ut = uxx by the method of lines ODE U̇ = T�xU ,
where the N × N matrix T�x = (1/�x2) · tridiag(1 − 2 1) has N eigenvalues

λk = −4(N + 1)2 sin2
(

kπ

2(N + 1)

)

; k = 1 : N .

As T�x is a normal matrix, choosing the Euclidean norm gives sharp logarithmic
norms in (3.4), which then takes the form

m2[T�x ] · ‖U‖2
2 ≤ U TT�xU ≤ M2[T�x ] · ‖U‖2

2,

with m2[T�x ] = λN ≈ −4/�x2 and M2[T�x ] = λ1 ≈ −π2. Even without making
use of a known solution, we can conclude that if any explicit method were used for
forward time integration, numerical stability would restrict the time step size �t such
that |�t · m2[T�x ]| � 1. This implies that

�t

�x2 � 1

4
,

known as a CFL condition. Thus �t is restricted by reverse dynamics in terms of
m2[T�x ]. Therefore, stiffness increases without bound when the spatial resolution is
increased (�x → 0), even if the solution is smooth.

As is well known, CFL conditions can be overcome by using unconditionally stable
methods for time discretization; this is exactly the same as overcoming stiffness by
using an appropriate implicit time stepping method. It should however be noted that
we here rule out hyperbolic PDEs, although explicit time discretizations lead to CFL
conditions also for such problems. But hyperbolic problems are well-posed in forward
as well as reverse time, and exhibit little or no damping. They are related to highly
oscillatory problems, which are usually not regarded as stiff, [8, p. 9].

4 A posteriori stiffness: a rigorous characterization

Although the a priori analysis above may offer sufficient insight e.g. for linear systems
with constant coefficients, it is often far too crude for nonlinear systems, as the stability
properties of the flow can vary significantly in the domain of interest. Accordingly, as
Byrne and Hindmarsh [3] point out, stiffness typically varies along the solution.

An a posteriori characterization of stiffness is local in time as well as in space.
This is achieved by studying the variational equation associated with the differential
equation, in particular the short-time growth of small perturbations. Computable local
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information on stiffness is derived from the evolution of infinitesimal perturbations on
infinitesimal time intervals. The a posteriori characterization is otherwise in line with
the previous a priori characterization of stiffness.

Consider the initial value problem

ẋ = f (t, x); x(0) = x0, (4.1)

where f : [0, T ] × R
n → R

n is assumed to be C1. A perturbed solution x(t) + δx(t),
with δx(0) 
= 0, then satisfies the differential equation

d

dt
δx = f (t, x(t) + δx) − f (t, x(t)) .

As f ∈ C1, infinitesimal perturbations satisfy the variational equation

d

dt
δx = J (t, x(t)) δx, (4.2)

where J (t, x) = Dx f (t, x). Taking the inner product with δx , we obtain

〈δx, J (t, x(t)) δx〉 =
〈

δx,
d

dt
δx

〉

= 1

2

d

dt
‖δx‖2 = ‖δx‖2 d

dt
log ‖δx‖. (4.3)

Next, the g.l.b. and l.u.b. logarithmic norms at (t, x(t)) are the best possible bounds
satisfying

m[J (t, x(t))] ≤ 〈δx, J (t, x(t)) δx〉
‖δx‖2 ≤ M[J (t, x(t))] (4.4)

for all δx 
= 0. From (4.3) we then obtain the differential inequalities

m[J (t, x(t))] ≤ d

dt
log ‖δx‖ ≤ M[J (t, x(t))]. (4.5)

Whereas the right differential inequality bounds the maximum growth of perturbations,
the left limits the maximum decay rate. The two inequalities (4.5) are sharp for short-
term propagation, although not for the same initial condition, as the quadratic form in
(4.4) attains its extreme values at different vectors δx .

Three observations are of great importance. First, by considering perturbation prop-
agation on infinitesimal time intervals, there is no need to integrate the differential
inequalities in (4.5). Second, considering infinitesimal perturbations justifies the use
of the variational equation without viewing it as an approximation. Third, and most
importantly, using logarithmic norms accounts for the topology and overcomes the
difficulties associated with using eigenvalues of local linearizations.

To construct a computable a posteriori characterization of stiffness, based on the
variational equation (4.2) along a solution x(t), we make the following definition:
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Definition 4.1 For a given matrix A ∈ R
n×n the stiffness indicator is defined by

σ [A] = m[A] + M[A]
2

. (4.6)

Although (4.6) deviates slightly from (3.5) and the previously discussed special
cases by introducing the average instead of the sum m[A]+ M[A], it is preferable due
to its structural properties.

Theorem 4.1 The stiffness indicator has the following elementary properties:

1. σ [0] = 0
2. σ [I ] = 1
3. σ [s I + A] = s + σ [A]; s ∈ R

4. σ [αA] = α σ [A]; α ∈ R

5. |σ [A] − σ [B]| ≤ ‖A − B‖
6. m[A] ≤ σ [A] ≤ M[A].

The first three properties are simple consequences of the properties of logarithmic
norms. The fourth follows from the logarithmic norm property M[−A] = −m[A],
and implies that the stiffness indicator has odd parity, i.e., σ [−A] = −σ [A]. Hence,
if a linear system ẋ = Ax is considered in reverse time, we need to solve ẋ = −Ax ,
and the construction above guarantees that the stiffness indicator handles forward and
reverse time in a consistent way. The fifth property implies that the stiffness indicator
is continuous and is proved by noting that both the lower and upper logarithmic norms
are continuous and satisfy |m[A]−m[B]| ≤ ‖A−B‖ and |M[A]−M[B]| ≤ ‖A−B‖,
respectively. Finally, the last property follows trivially from the average. Note that the
eigenvalues λ[A] are similarly bounded, as m[A] ≤ Re λ[A] ≤ M[A].

Depending on the problem class, the stiffness indicator obviously has the following
structure:

σ [J (t, x(t))] =
⎧

⎨

⎩

constant if f (t, x) ≡ Ax
time-dependent if f (t, x) ≡ A(t)x
state-dependent if f (t, x) ≡ f (x).

(4.7)

This is unaffected by the addition of a forcing function g(t). The structure further
implies that for linear problems, there is no difference between a priori and a posteriori
stiffness, as the stiffness indicator is then independent of the solution x and can be
determined a priori. By contrast, a posteriori stiffness is a necessary tool to address
stiffness in nonlinear problems. For this reason all computational experiments at the
end of this paper are nonlinear.

The stiffness indicator is easily computed. Let λ[A] denote the eigenvalues of a
matrix A. Then, for the Euclidean norm, it holds that

M2[A] = max λ[He(A)] ; m2[A] = min λ[He(A)],
where He(A) = (A + AT)/2 denotes the Hermitian part of the matrix A. (Other
norms can also be used, provided that the logarithmic norms in (4.6) are computed
using well-known expressions, see e.g. [20]).
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Note that if A is skew-Hermitian, then He(A) = 0 and M2[A] = m2[A] = 0.
Hence σ2[A] = 0, implying that stiffness will not occur—skew-Hermitian systems
are oscillatory. As mentioned before, we only associate stiffness with systems that at
least in part exhibit strongly damped perturbations, [8, p. 9].

A necessary condition for stiffness is that σ [J (t, x(t))] is “large” and negative,
(3.5). In order to quantify this statement, we need to specify what is meant by “large,”
by relating the stiffness indicator to a time scale.

Definition 4.2 Let J (t, x(t)) denote the Jacobian along a solution x(t) of (4.1) on
[0, T ]. For forward time integration, we define the reference time scale �t > 0 at t by

�t =
{

T if σ [J (t, x(t))] ≥ 0
min(T,−1/σ [J (t, x(t))]) if σ [J (t, x(t))] < 0.

(4.8)

The different clauses in (4.8) simply guarantee that �t ∈ (0, T ], as neither a
negative time scale nor one larger than T are meaningful. Note that just like the stiffness
indicator, the reference time scale is exclusively a problem property, independent of the
choice of integration method. It does not represent the step size in use. As the stiffness
indicator is typically negative along a stable solution, the reference time scale at t is
often simply given by �t = −1/σ [J (t, x(t))].

In practical computations, the step size h will be determined by method properties,
problem properties, solution properties and other operational criteria, such as accuracy
requirements. However, if an explicit integrator is used, the method’s local step size
h cannot essentially exceed the problem’s local reference time scale �t . Assuming
that σ [J (t, x(t))] < 0 on [0, T ], its computational work per integrated unit of time
is proportional to −σ [J (t, x(t))]. In order to complete the integration, an explicit
method using adaptive step size control therefore requires a total number of steps

N = −KM

T∫

0

σ [J (t, x(t))] dt, (4.9)

where KM is a method dependent constant of moderate size. It follows that N is large
if σ [J (t, x(t))] is large and negative over a significant portion of [0, T ]. This estimate
will also be verified in the numerical experiments.

Definition 4.3 Let �t be the local reference time scale of the solution x(t) of (4.1).
The solution is called locally stiff at t with respect to a given time scale h > 0 if

S(t, h) := h

�t
� 1. (4.10)

The quantity S(t, h) is called the stiffness factor at t with respect to the time scale h.

The time scale h can be chosen in different ways. For example, taking h = T , the
definition says that the solution x(t) is locally stiff at t with respect to the range of
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integration T , if S(t, T ) = −σ [T J (t, x(t))] � 1. Since only time scales 0 < h ≤ T
are of interest, we have S(t, h) ≤ S(t, T ). The method independent characterization
S(t, T ) = T/�t � 1 is therefore a necessary condition for stiffness.

In practical computations h is naturally interpreted as the local step size in use. The
step size stiffness factor S(t, h) = h/�t then measures how much larger the actual step
size is compared to the local reference time scale. Note that even though the stiffness
indicator and reference time scale are constant in a linear, constant coefficient system,
the step size stiffness factor S(t, h) may still vary along the solution due to adaptive
step size selection.

The local condition (4.10) can also be extended to a global characterization.

Definition 4.4 Let �t be the local reference time scale at t . The solution is called stiff
with respect to a time interval [t0, t1] ⊂ [0, T ] if

G(t0, t1) :=
t1∫

t0

dτ

�t (τ )
� 1. (4.11)

Here G(0, T ) � 1 is a method-independent necessary condition for stiffness,
quantifying the stiffness of the problem. If the stiffness indicator remains large and
negative, G(0, T ) corresponds to the integral in (4.9). Further, as σ [J (t, x(t))] is a
continuous function of the state, it typically changes at the same rate as the Jacobian.
Therefore, as computational experiments confirm, if t1 = t0 + h, where h is “small,”
we have G(t0, t0 +h) ≈ S(t0, h), which may still be huge. Thus the stiffness indicator
and G(0, T ) provide method-independent information on stiffness, while the step size
stiffness factors S(t, h) provide information on how a particular method is doing when
engaging a stiff problem.

For any quantification of stiffness, it is important to establish scaling and invariance
properties. As stiffness depends in part on the range of integration, it is desirable to
normalize the integration interval. Introducing a new “dimensionless” independent
variable θ = t/T in (4.1), we have dt = T dθ , and (4.1) is transformed into

dx

dθ
= T · f (θT, x) ; θ ∈ [0, 1].

The corresponding normalized variational equation is

d

dθ
δx = T · J (θT, x(θ)) δx .

Consequently, the normalized stiffness indicator is σ [T J (θT, x)] = T σ [J (t, x)].
Assuming that the stiffness indicator is negative, we further have

−1 = �t · σ [J (t, x)] = �θ · T · σ [J (t, x)] = �θ · σ [T J (θT, x)],
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implying that the normalized reference time scale �θ is the same fraction of [0, 1]
as �t is of [0, T ]. This invariance supports viewing σ [T J (t, x)] as an “absolute”
quantification of stiffness.

However, some caution is required. For example, in the problem

ẋ = sin t − x ; t ∈ [0, T ], (4.12)

the reference time scale is �t = 1, so (4.12) is not a stiff problem on the unit interval,
T = 1. As the normalized problem is

dx

dθ
= T · (sin(T θ) − x) ; θ ∈ [0, 1].

the reference time scale is �θ = 1/T , suggesting that the problem would exhibit
stiffness for large T . However, T also affects the angular frequency in the forcing
function, and to resolve the particular solution, actual step sizes hθ will be of the
order T hθ � π . This implies that hθ will not exceed the normalized reference time
scale �θ = 1/T . Due to the sampling theorem, stiffness will never be encountered in
(4.12), no matter how large T is.

This is not a contradiction, as �θ � 1 is only a necessary condition for stiffness.
In real computations, the reference time scale �t is to be compared to the proper step
size h, and stiffness is only encountered when the actual stiffness factor is h/�t � 1.

The invariance properties also apply to nonlinear time transformations. Consider a
time transformation

t = (θ)

such that  ∈ C1 is monotonically increasing, with (0) = 0 and (1) = T . This
implies that there is a one-to-one correspondence between t and θ . Then dt =  ′(θ)dθ ,
with  ′(θ) > 0. The transformed variational equation is

d

dθ
δx =  ′(θ) · J ((θ), x((θ))) δx

with transformed stiffness indicator

σ [ ′(θ) · J ((θ), x((θ)))] =  ′(θ) · σ [J (t, x(t))].

However, corresponding to the differential relation dt =  ′(θ)dθ , the local time scale
transformation at this point is �t =  ′(θ)�θ . Hence the reference time scale is locally
invariant as a fraction of the integration interval.

For the simple case (θ) = θT , we naturally obtain the previously discussed linear
scaling. A similar analysis can also be carried out for terminal value problems and
reverse time integration, by using the time transformation θ = (T − t)/T , provided
that proper attention is given to the resulting sign changes and the odd parity of the
stiffness indicator.
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5 Computational experiments

We shall demonstrate the new theory, analyzing some highly nonlinear equations that
have previously eluded analysis in terms of “classical” stiffness concepts. The a pos-
teriori stiffness indicator and stiffness factor offer new and detailed insight into the
character and behavior of these nonlinear systems, such as how stiffness varies along
the solution. High precision solutions and the a posteriori stiffness indicator were com-
puted with Matlab’s ode15s solver. As a nonstiff reference, ode45 was chosen to
compare stiff and nonstiff solvers. Finally, for moderate precision stiff computations,
a special version of ode23s was developed, where the standard step size selection
scheme was replaced by a controller based on the digital filter H211PI, [19], in order
to generate smooth step size sequences instead of the non-smooth, piecewise con-
stant sequences from the standard version. The new solver, designated ode23sdc
for “digital control,” was used to demonstrate how adaptive step sizes and their corre-
sponding stiffness factors vary along the solution of the problems. The computational
experiments verify the theoretical claims, and show that a highly detailed quantitative
analysis of stiffness is possible.

The first problem is the van der Pol equation,

ẋ1 = x2

ẋ2 = μ · (1 − x2
1 )x2 − x1,

with initial conditions x(0) = (2 0)T and μ = 200. The Jacobian depends only on
the state, implying that stiffness indicator and reference time scale also depend on the
state and vary along the solution.

The period of the limit cycle is T ≈ 1.6μ when μ is large. We have therefore
chosen to solve the problem over the interval [0, 2μ] in order to account for a full
period. Introducing a new independent variable θ = t/(2μ) we solve the normalized
equation,

dx1

dθ
= 2μ · x2

dx2

dθ
= 2μ2 · (1 − x2

1 )x2 − 2μ · x1,

for θ ∈ [0, 1], with normalized Jacobian

J (x) =
(

0 2μ

−4μ2x1x2 − 2μ 2μ2(1 − x2
1 )

)

.

Its Hermitian part is

He(J (x)) =
(

0 −2μ2x1x2

−2μ2x1x2 2μ2(1 − x2
1 )

)

,
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Fig. 1 The van der Pol equation at μ = 200. Solution component x1 (top) and normalized stiffness
indicator σ2[J (x)] = (m2[J (x)] + M2[J (x)])/2 (center) are plotted vs normalized time on [0, 1]. Large
negative values of σ2[J (x)] correspond to stiffness. At turning points, however, where |x1| < 1 and σ2[J (x)]
becomes positive, there are extremely short nonstiff intervals. As the minimum value of σ2[J (x)] is −3μ2,
effective stiffness is proportional to μ2. The stepsizes used in ode23sdc for tol = 10−4, 10−6, 10−8

were used to compute actual step size stiffness factors (bottom), with the lowest graph corresponding to
tol = 10−8. As tol increases by two orders of magnitude, step sizes increase by one order of magnitude,
causing a corresponding increase in the stiffness factor, which is large everywhere, except at the turning
points

and M2[J ] and m2[J ] are, respectively, the largest and smallest eigenvalue of
He(J (x)). The two eigenvalues have opposite signs as M2[J ]·m2[J ] = −4μ4x2

1 x2
2 ≤

0. Thus the problem is not dissipative, and M2[J ] ≥ 0 will affect stiffness. The nor-
malized stiffness indicator is half the trace of He(J ). Hence

σ2[J (x)] = m2[J (x)] + M2[J (x)]
2

= μ2(1 − x2
1 ),

showing that stiffness depends exclusively on μ and x1. More precisely, it scales like
O(μ2), and only occurs for |x1| > 1. Computational results are shown in Fig. 1.

As normalized stiffness grows like O(μ2), we also verify the work estimate (4.9)
along the stiff branch of the solution from θ = 0 to θ = 0.4. In Fig. 1, e.g., we can
graphically estimate
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Fig. 2 Computational effort. Number of steps required to integrate the van der Pol equation from θ = 0
to θ = 0.4 is plotted as a function of μ. Left panel shows results with absolute and relative error tolerances
of tol = 10−6; right panel with tol = 10−8. Upper solid curve was obtained using Matlab’s explicit
Runge–Kutta solver ode45. A dashed reference line of slope 2 demonstrates that work is O(μ2) as predicted
by theory, independent of tol. The two lower graphs in each panel were obtained using Matlab’s stiff
solvers ode15s (lower curve) and ode23sdc (middle curve). Work is then effectively independent of μ,
but instead depends on tol. The integration interval covers the stiff branch only

N = −KM

0.4∫

0

σ [J (x)] dθ ≈ 15 × 104 · 0.4 − 0

2
· KM = 30,000 KM,

where KM is a method-dependent constant. To verify the estimate, we checked the
number of steps used by the explicit adaptive Runge–Kutta method ode45, see Fig. 2.
For μ = 200, approximately 70, 000 steps were needed, independent of tol, corre-
sponding to Kode45 ≈ 7/3. The value of Kode45 accounts for method properties,
notably the size of the stability region, which limits the step size. The method inde-
pendent stiffness indicator, on the other hand, offers an accurate representation of
stiffness derived from problem properties alone.

By contrast (but still in agreement with theory), in the stiff solvers ode15s and
ode23sdc the computational effort depends on tol, but is practically independent
of μ, see Fig. 2. In ode15s at tol = 10−6, the average step size is hθ = 0.4/100,
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Fig. 3 Logarithmic norms in the van der Pol equation. Solution component x1 (top) is plotted vs time over
a full period for μ = 4. Lower panel shows upper logarithmic norm M2[J (x)] and lower logarithmic norm
m2[J (x)] (both solid), with stiffness indicator σ2[J (x)] (dashed) between the two. Note that m2[J (x)] �
−1 attains its largest negative values near the turning point, and that we simultaneously have M2[J (x)] � 1.
The stiffness indicator σ2[J (x)] = (m2[J (x)] + M2[J (x)])/2 is positive at the turning point, implying
that the reference time scale is �t = T there. The behavior is similar for larger values of μ

implying that S(θ, hθ ) ∼ μ2/100. The stiffness factor roughly estimates the efficiency
gain of the stiff solver; at O(μ2) the gain is potentially stupendous.

The need to use the sum (m2[J ] + M2[J ])/2 in the definition of the stiffness
indicator (4.6) is demonstrated in Fig. 3. For clarity the computations were carried
out in non-stiff conditions at μ = 4 (without normalization), as the graphs otherwise
present too tall and sharp peaks to reveal essential features. Although we have seen that
stiffness does not occur at a given time scale h unless m2[h J ] � −1, this condition
is offset at the turning point, where |x1| < 1. Thus, in spite of m2[J ] reaching its
extreme negative value there, we simultaneously have M2[J ] � 1. Consequently,
stiffness cannot be characterized by the condition m2[J ] � −1 alone.

A close-up of actual transition dynamics for μ = 200 shows that there is no
stiffness during the transition, see Fig. 4. Unfortunately, one cannot superimpose plots
for different tolerances, since at this resolution, the global error causes a noticeable
phase shift of the turning point, making a direct comparison difficult.

Finally, the van der Pol equation has an unstable equilibrium at x = 0. Since
σ2[J (x)] = μ2(1 − x2

1 ), we have σ2[J (0)] = μ2 > 0 along the unstable equilibrium
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Fig. 4 Close-up of transition point. Solution component x1 (top) and normalized stiffness indicator (center)
are plotted to reveal transition dynamics for θ ∈ [0.4036, 0.4046] and μ = 200. The three graphs in the
bottom panel are, from top to bottom at θ = 0.404, the reference time scale �θ ; the norm ‖h J (x)‖2;
and the actual step size h (dashed) generated by ode23sdc running at tol = 10−9. As h ≈ 10−6, the
interval comprises approximately 1,000 steps. The flat part of �θ includes the interval where |x1| ≤ 1 and
σ2[(J (x)] is positive. As h � �θ except at the end of the interval, there is no stiffness during the transition.
‖h J (x)‖2 measures the local Lipschitz constant scaled by the actual step size h. It is of order 10−2 except
after the transition point, where the step size quickly ramps up, causing ‖h J (x)‖2 and the stiffness factor
S(θ, h) to grow larger than 1 at θ ≈ 0.40453, marking the onset of stiffness

solution, with a reference time scale �θ = 1. Hence stiffness does not occur near
x = 0, but only, as already demonstrated, along parts of the limit cycle, when |x1| > 1.
This resolves the issue raised by Artemiev and Averina, [1, p. 6].

In order to demonstrate the stiffness indicator for a nonstiff equation, we solved the
separable Lotka–Volterra equation

ẋ1 = x1(a − bx2)

ẋ2 = x2(cx1 − d),

choosing the parameters a = 3, b = 9 and c = d = 15, taking x(0) = (1 1)T. For
these data, the solution is periodic with T ≈ 1, eliminating the need to normalize the
interval. Thus we solved
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Fig. 5 Lotka–Volterra equation. Solution component x1 (top) plotted vs time. The bottom panel shows
the stiffness indicator σ2[J (x)] (dashed) as a function of time along the solution, as well as the upper and
lower logarithmic norms (both solid). As expected, there is no indication of stiffness. Note that the system
is dissipative (M2[J (x)] < 0) approximately in [0.02, 0.2] and indefinite otherwise

ẋ1 = 3x1 − 9x1x2

ẋ2 = 15x1x2 − 15x2

for t ∈ [0, 1]. Just like in the van der Pol equation, the stiffness indicator can be
computed analytically, σ2[J (x)] = (15x1 − 9x2 − 12)/2. It is plotted in Fig. 5. At
min σ2[J (x)] ≈ −5 stiffness does not occur, and the step sizes used by an adaptive
explicit Runge–Kutta method are well within the reference time scale.

Perhaps less obviously, Fig. 5 also shows that the time integral of σ2[J (x)] over
a full period in the Lotka–Volterra equation is zero. In fact, for every Lotka–Volterra
equation with positive coefficients and positive initial values, it can be shown that
log

√
x1x2 is a primitive function of σ2[J (x)] along solutions. Hence, over a full

period,

log
√

x1(T )x2(T ) − log
√

x1(0)x2(0) =
T∫

0

σ2[J (x(τ ))] dτ = 0.

This corresponds to well known properties of the Poincaré map and the integral of
the trace. In fact, in 2 × 2 systems ẋ = f (x), the evolution of a phase volume
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Fig. 6 The Robertson equation. Solution component x2 (top; log-log scale) and non-normalized stiffness
indicator σ2[J (x)] (center) for t ∈ [0, 106]. The problem is extremely stiff. With reference time scale
�t ∼ 2 × 10−4 and integration range T = 106, one can estimate G(0, T ) ≈ 5 × 109. When ode23sdc
solves the problem at tol = 10−6, its step size stiffness factor (bottom) almost reaches 109 towards the
end of the integration interval

element V = dx1 ∧ dx2 is given by V̇ = divx ( f ) · V = trace[gradx ( f )] · V =
(m2[J (x)] + M2[J (x)]) · V . Thus, although phase volume is not constant in the
Lotka–Volterra equation, it is nevertheless conserved over a full period, in forward as
well as reverse time.

Next we solved the non-periodic Robertson problem,

ẋ1 = −k1x1 + k3x2x3

ẋ2 = k1x1 − k2x2
2 − k3x2x3

ẋ3 = k2x2
2

with x(0) = (1 0 0)T and parameters k1 = 0.04, k2 = 3 × 107 and k3 = 104. The
problem is solved over an extremely long time, t ∈ [0, 106], and solutions are typically
plotted vs a logarithmic time scale, see Fig. 6. For this reason, no time rescaling was
used, and the non-normalized stiffness indicator σ2[J (x)] is plotted for t ∈ [0, 106].
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Fig. 7 Oregonator equation. Solution component x2 (top; log scale) and normalized stiffness indicator
σ2[J (x)] (center; linear scale). Bottom panel (log scale) shows normalized reference time scale �θ (lower
curve) as well as actual step size used in ode23sdc at tol = 10−6 (upper curve). For most of the
integration, the step size exceeds �θ by some four orders of magnitude, corresponding to a step size
stiffness factor of 104. Close examination shows that the step size becomes smaller than �θ at θ ≈ 0.91.
Then σ2[J (x)] attains a maximum of 3.4×103 at θ ≈ 0.9482, when a complex double transition is triggered.
Between the transitions, at θ ≈ 0.95, the stiffness indicator has dropped back to σ2[J (x)] ≈ −2 × 105

and the step size again exceeds �θ . After the second transition, the indicator soon returns to its minimum,
σ2[J (x)] ≈ −2 × 107. Peace and quiet are restored, with a step size stiffness factor exceeding 104

We then solved the Oregonator equation

ẋ1 = s(x1 − x1x2 + x2 − qx2
1 )

ẋ2 = (x3 − x2 − x1x2)/s

ẋ3 = w(x1 − x3)

with initial values x(0) = (1 1 2)T and parameters s = 77.27, q = 8.375 × 10−6

and w = 0.161. The solution is periodic with T ≈ 300; the problem is normalized
using scaled time θ = t/320. The initial values and the rescaling factor differ slightly
from the standard choice in the Bari test set, see [14]. The normalized stiffness indicator
is plotted in Fig. 7. Thus, at min σ2[J (x)] ≈ −2×107 the problem is very stiff, except
at the transitions. The problem was solved with ode15s as well as ode23sdc.
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t

Fig. 8 Verwer’s air pollution model. Solution component x14 (top) and non-normalized stiffness indicator
σ2[J (x)] (center) for t ∈ [0, 20]. The problem is extremely stiff with a reference time scale of �t ≈
5 × 10−12 and G(0, T ) ≈ 4.4 × 1012. The stiffness indicator is nearly constant, suggesting a linear
constant coefficient behavior. As the graph of σ2[J (x)] − σ2[J (0)] demonstrates (bottom), nonlinearity
makes a negligible contribution to stiffness

Finally, we solved Jan Verwer’s air pollution model from the Bari Test Set [14].
This is a large chemical reaction kinetics problem consisting of 20 equations with 25
widely varying reaction rate constants. The singular Jacobian can be written

J (x) = A · K · (R0 + R1x),

where A ∈ R
20×25 is an “incidence matrix” of the reactions and K ∈ R

25×25 is a
diagonal matrix of reaction rate constants. As the elemental reactions are of the form
rk(x) = xi or rk = xi x j (with i 
= j), it holds that

gradxr(x) = R0 + R1x,

where R0 ∈ R
25×20 is a constant matrix, and R1 ∈ R

25×20×20 is a 3-tensor, implying
that R1x ∈ R

25×20. Thus J (x) = J (0) + (J (x) − J (0)), where only J (x) − J (0) =
AK R1x contributes to nonlinearity. The Jacobian is dominated by J (0) = AK R0,
however, as ‖J (x) − J (0)‖2/‖J (x)‖2 ≈ 10−3 along the solution.

123



Stiffness 1952–2012

Although the problem is extremely stiff, it presents no real difficulties to a stiff
solver. Thus, depending on the tolerance setting, Matlab’s ode15s solves the prob-
lem over the interval [0, 20] in a few hundred steps. In line with (4.7), the stiffness
indicator is nearly constant, see Fig. 8, as the linear part J (0) dominates the Jacobian
J (x). In fact, whereas

σ2[J (x)] ≈ −2.2 × 1011

and

σ2[J (x)] − σ2[J (0)] ≈ −0.12,

the nonlinear part J (x) − J (0) makes a negligible contribution to stiffness. Thus,
although the stiffness indicator does vary, the problem largely behaves like a linear
constant coefficient system, which explains the moderate computational effort needed
by a stiff solver.

6 Conclusions

Although stiff differential equations is a mature area of research, the notion of stiffness
has resisted rigorous characterization for 60 years. The object of this paper has been
to present a critical review of the classical ideas, as well as to introduce a new charac-
terization, splitting stiffness into two parts—a mathematical part which is exclusively
problem dependent, and a numerical part that depends on the numerical method and
operational criteria.

Based on sharp short-term bounds on perturbation growth and decay rates in the
variational equation, the a posteriori stiffness indicator,

σ [J (t, x)] = m[J (t, x)] + M[J (t, x)]
2

, (6.1)

depends exclusively on the mathematical problem. It is readily computable along the
solution x(t), and relates the solution to a local reference time scale �t > 0, essentially
defined by �t = −1/σ [J (t, x)] whenever the stiffness indicator is negative. Irrespec-
tive of method order or accuracy requirements, no explicit time stepping method can
use step sizes much larger than �t without loss of stability. The reference time scale
�t therefore represents a barrier beyond which special methods may be necessary.

By relating �t to the range of integration T , stiffness is mathematically character-
ized by a large stiffness factor T/�t . As our test problems demonstrate, this factor
may take extremely large values. The stiffness indicator further picks up qualitative
changes, such as unstable transitions at turning points in nonlinear systems, encoun-
tered e.g. in the van der Pol and Oregonator equations.

Whether stiffness will be encountered in actual computations depends on opera-
tional criteria, such as the combination of method, algorithm, implementation and
accuracy requirement, and whether they will suggest using a step size h > �t in
a given problem. As computational experiments demonstrate, the step size stiffness
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factor h/�t may become extremely large, but as h/�t < T/�t this can only occur
if the method independent characterization T/�t � 1 holds. The latter is therefore a
necessary condition for encountering stiffness.

The stiffness indicator (6.1) is expressed in terms of the lower and upper logarithmic
norms of the Jacobian J (t, x), where—at least in principle—any suitable norm could
be used. For simplicity we have chosen to work with inner product norms in this paper.
Specifically, all computations have been carried out in the Euclidean norm. Although
simple to work with, this choice may not always be ideal, even though it has proven
remarkably robust in the strongly nonlinear test problems studied here.

With the tools presented in this paper, it is no longer difficult to say what stiffness
is. Even in nonlinear problems with complex behavior, stiffness can be adequately
characterized and quantified. For example, by all objective standards, with G(0, T ) ≈
4.4 × 1012 (cf. (4.11) and Fig. 8), Verwer’s air pollution problem is stiff, plain and
simple, although it is not particularly hard to solve. In the van der Pol equation, what is
observed in practice is fully explained in theory: stiffness scales like O(μ2) and only
occurs for |x1| > 1, away from the transition points. In the Lotka–Volterra equation,
stiffness is not present at all. Likewise, no separable Hamiltonian problem is ever stiff,
for if H(p, q) = T (p) + U (q), with

ṗ = −Hq

q̇ = Hp,

the Hermitian part of the Jacobian becomes

He(J (p, q)) = 1

2

(

0 Tpp − Uqq

Tpp − Uqq 0

)

.

The logarithmic norms of J (p, q) therefore satisfy the quadratic eigenvalue problem

1

4
(Tpp − Uqq)T(Tpp − Uqq)q = μ2q.

Hence the upper and lower logarithmic norms are M2[J (p, q)] = +‖Tpp − Uqq‖2/2
and m2[J (p, q)] = −‖Tpp − Uqq‖2/2, respectively. As their sum is zero, so is the
stiffness indicator. Therefore, according to this theory, every separable Hamiltonian
problem is nonstiff. This is an unconditional, structural property.

In line with the theoretical understanding of Hamiltonian systems, this result is
not surprising, but nevertheless unexpected. Thus the comprehensive theoretical treat-
ment of stiffness presented in this paper offers a qualitative as well as quantitative
representation of stiffness, and is able to distinguish a variety of phenomena that have
previously eluded a proper, common analysis.

There is one further substantive argument supporting the construction of the stiff-
ness indicator. Thus, in the Lotka–Volterra equation, we noted that a phase volume
element V = dx1 ∧dx2 evolves according to V̇ = divx ( f ) · V = trace[gradx ( f )] · V .
Now, in the 2×2 case, we have trace[gradx ( f )] = m2[J (x)]+M2[J (x)] = 2σ2[J (x)].
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Consequently, a zero Euclidean stiffness indicator implies that phase volume is con-
served (i.e., phase volume is “incompressible”), while a negative stiffness indicator
shows that phase volume is compressed, even though (like in the van der Pol equa-
tion) the system might not be dissipative itself. More importantly, and independent
of the dimension of the system, every separable Hamiltonian system conserves phase
volume, and also has a zero stiffness indicator, as seen above. This implies that the
suggested construction of the stiffness indicator is qualitatively compatible with the
Liouville theorem, as well as the theory of separable Hamiltonian systems.

One could then ask whether it is possible to base a stiffness indicator on the evolution
of the wedge product V = ∧kdxk . This would be in line with the well known result,
for linear constant coefficient systems ẋ = Ax , that det[et A] = et trace[A]. However,
because divx ( f ) = trace[J (x)] = ∑

λk[J (x)], such an approach would make the
indicator depend on the intermediate eigenvalues of J (x). That would technically be
wrong, as stiffness depends on the extreme eigenvalues. This is the reason for using
the lower and upper logarithmic norms of J (x) rather than its trace. Further, there are
scaling reasons. For example, in a method of lines discretization, the trace will not
capture stiffness, due to its dependence on the dimension of the spatial discretization.

Just like the trace and divergence, the stiffness indicator σ2[J (x)] is based on a
sum, (m2[J (x)] + M2[J (x)])/2. This is the key feature that makes the proposed
theory compatible with the theory of Hamiltonian systems, however unimportant or
counterintuitive such a connection might at first seem to be.

As a last remark, we note that Curtiss and Hirschfelder’s original discussion [5]
was close to our theory. It gives a result identical to ours if a(t, x) = a(t) in their
model problem (2.1). Then σ [J (t)] = 1/a(t), with reference time scale �t = −a(t),
implying that Curtiss and Hirschfelder defined their problem as stiff if the stiffness
factor h/�t � 1, where h is “the desired resolution [of time] or the interval which
will be used in the numerical integration”.

Thus, after 60 years, we have come full circle.
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