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M.6. Rational canonical form
In this section we apply the theory of finitely generated mod-

ules of a principal ideal domain to study the structure of a linear
transformation of a finite dimensional vector space.

If T is a linear transformation of a finite dimensional vector space
V over a field K, then V has a K[x]–module structure determined
by f(x)v = f(T )v for f(x) ∈ K[x] and v ∈ V . Since V is finitely
generated as a K–module, it is finitely generated as a K[x]–module.
Moreover, V is a torsion module over K[x]. In fact, if V is n–
dimensional, then EndK(V ) is an n2–dimensional vector space over

K, so the n2 + 1 linear transformations id, T, T 2, . . . , Tn2

are not
linearly independent. Therefore, there exist α0, . . . , αn2 such that
∑n2

j=0 αjT
j = 0 in EndK(V ). But this means that the polynomial

∑n2

j=0 αjx
j is in the annihilator of V in K[x].

A K[x]–submodule of V is a vector subspace V1 that is invariant
under T , Tv ∈ V1 for all v ∈ V1. If (x1, . . . , xn) is an ordered basis
of V such that the first k basis elements form a basis of V1, then the
matrix of T with respect to this basis has the block triangular form:

[

A B
0 C

]

.

If V = V1 ⊕ V2 where both V1 and V2 are invariant under T , and
(x1, . . . , xn) is an ordered basis of V such that the first k elements
constitute a basis of V1 and the remaining elements constitute a basis
of V2, then the matrix of T with respect to this basis has the block
diagonal form:

[

A 0
0 C

]

.

If V is the direct sum of several T–invariant subspaces,

V = V1 ⊕ · · · ⊕ Vs,

then with respect to an ordered basis that is the union of bases of
the subspaces Vi, the matrix of T has the block diagonal form:











A1 0 · · · 0
0 A2 · · · 0
...

...
. . . 0

0 0 · · · As











.

In this situation, let Ti denote the restriction of T to the invariant
subspace subspace Vi. In the block diagonal matrix above, Ai is the
matrix of Ti with respect to some basis of Vi. We write

(T, V ) = (T1, V1) ⊕ · · · ⊕ (Ts, Vs),
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384 M. MODULES

or just

T = T1 ⊕ · · · ⊕ Ts

to indicate that V is the direct sum of T–invariant subspaces and
that Ti is the restriction of T to the invariant subspace Vi.

A strategy for understanding the structure of a linear transfor-
mation T is to find such a direct sum decomposition so that the
component transformations Ti have a simple form.

Because V is a finitely generated torsion module over the Eu-
clidean domain K[x], according to Theorem M.5.2, (T, V ) has a di-
rect sum decomposition

(T, V ) = (T1, V1) ⊕ · · · ⊕ (Ts, Vs),

where Vi is a cyclic K[x]–module

Vi
∼= K[x]/(ai(x)),

deg(ai(x)) ≥ 1 (that is, ai(x) is not zero and not a unit) and ai(x)
divides aj(x) if i ≤ j. Moreover, if we insist that the ai(x) are monic,
then they are unique. We call the polynomials ai(x) the invariant
factors of T .

To understand the structure of T , it suffices to understand how
Ti acts on the cyclic K[x]–module Vi.

Definition M.6.1. The companion matrix of a monic polynomial
a(x) = xd + αd−1x

d−1 + · · · + α1x + α0 is the matrix






















0 0 0 · · · 0 −α0

1 0 0 · · · 0 −α1

0 1 0 · · · 0 −α2

...
...

. . .
. . . · · ·

...

0 0 0
. . . 0 −αd−2

0 0 0 · · · 1 −αd−1























We denote the companion matrix of a(x) by Ca.

Lemma M.6.2. Let T be a linear transformation on a finite dimen-
sional vector space V over K and let

a(x) = xd + αd−1x
d−1 + · · · + α1x + α0 ∈ K[x].

The following conditions are equivalent:

(a) V is a cyclic K[x]–module with annihilator ideal generated
by a(x).
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M.6. RATIONAL CANONICAL FORM 385

(b) V has a vector v0 such that V = span({T jv0 : j ≥ 0})
and a(x) is the monic polynomial of least degree such that
a(T )v0 = 0.

(c) V ∼= K[x]/(a(x)) as K[x] modules.
(d) V has a basis with respect to which the matrix of T is the

companion matrix of a(x).

Proof. We already know the equivalence of (a)-(c), at least implic-
itly, but let us nevertheless prove the equivalence of all four con-
ditions. V is a cyclic module with generator v0, if, and only if,
V = K[x]v0 = {f(T )v0 : f(x) ∈ K[x]} = span{T jv0 : j ≥ 0}. More-
over, ann(V ) = ann(v0) is the principal ideal generated by its monic
element of least degree, so ann(V ) = (a(x)) if, and only if, a(x) is the
polynomial of least degree such that a(T )v0 = 0. Thus conditions
(a) and (b) are equivalent.

If (b) holds, then f(x) 7→ f(x)v0 is a surjective module homomor-
phism from K[x] to V , and a(x) is an element of least degree in the
kernel of this map, so generates the kernel. Hence V ∼= K[x]/(a(x))
by the homomorphism theorem for modules.

In proving that (c) implies (d), we may assume that V is the
K[x]–module K[x]/(a(x)), and that T is the linear transformation

f(x) + (a(x)) 7→ xf(x) + (a(x)).

Write J = (a(x)) for convenience. I claim that

B = (1 + J, x + J, . . . , xd−1 + J)

is a basis of K[x]/(a(x)) over K. In fact, for any f(x) ∈ K[x], we
can write f(x) = q(x)a(x) + r(x) where r(x) = 0 or deg(r(x)) < d.
Then f(x) + J = r(x) + J , which means that B spans K[x]/(a(x))
over K. If B is not linearly independent, then there exists a nonzero
polynomial r(x) of degree less than d such that r(x) ∈ J ; but this is
impossible since J = (a(x)). The matrix of T with respect to B is
clearly the companion matrix of a(x), as T (xj + J) = xj+1 + J for
j ≤ d−2 and T (xd−1+J) = xd+J = −(a0+a1x+· · ·+ad−1x

d−1)+J .
Finally, if V has a basis B = (v0, . . . , vd−1) with respect to which

the matrix of T is the companion matrix of a(x), then vj = T jv0 for

j ≤ d − 1 and T dv0 = Tvd−1 = −(
∑d−1

i=0 αivi) = −(
∑d−1

i=0 αiT
i)v0.

Therefore, V is cyclic with generator v0 and a(x) ∈ ann(v0). No
polynomial of degree less than d annihilates v0, since {T jv0 : j ≤
d − 1} = B is linearly independent. This shows that condition (d)
implies (b). n
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386 M. MODULES

Definition M.6.3. Say that a matrix is in rational canonical form
if it is block diagonal











Ca1
0 · · · 0

0 Ca2
· · · 0

...
...

. . . 0
0 0 · · · Cas











,

where Cai
is the companion matrix of a monic polynomial ai(x) of

degree ≥ 1, and ai(x) divides aj(x) for i ≤ j

Theorem M.6.4. (Rational canonical form) Let T be a linear trans-
formation of a finite dimensional vector space V over a field K.

(a) There is an ordered basis of V with respect to which the
matrix of T is in rational canonical form.

(b) Only one matrix in rational canonical form appears as the
matrix of T with respect to some ordered basis of V .

Proof. According to Theorem M.5.2, (T, V ) has a direct sum de-
composition

(T, V ) = (T1, V1) ⊕ · · · ⊕ (Ts, Vs),

where Vi is a cyclic K[x]–module

Vi
∼= K[x]/(ai(x)),

and the polynomials ai(x) are the invariant factors of T . By Lemma
M.6.2, there is a basis of Vi such that the matrix of Ti with respect
to this basis is the companion matrix of ai(x). Therefore, there is
a basis of V with respect to which the matrix of T is in rational
canonical form.

Now suppose that the matrix A of T with respect to some basis
is in rational canonical form, with blocks Cai

for 1 ≤ i ≤ s. It follows
that (T, V ) has a direct sum decomposition

(T, V ) = (T1, V1) ⊕ · · · ⊕ (Ts, Vs),

where the matrix of Ti with respect to some basis of Vi is Cai
. By

Lemma M.6.2, Vi
∼= K[x]/(ai(x)) as K[x]–modules. Thus

V ∼= K[x]/(a1(x)) ⊕ · · · ⊕ K[x]/(as(x)).

By the uniqueness of the invariant factor decomposition of V (The-
orem xxx), the polynomials ai(x) are the invariant factors of the
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M.6. RATIONAL CANONICAL FORM 387

K[x]–module V , that is, the invariant factors of T . Thus the poly-
nomials ai(x), and therefore the matrix A is uniquely determined by
T . n

The matrix in rational canonical form whose blocks are the com-
panion matrices of the invariant factors of T is called the rational
canonical form of T .

Recall that two linear transformations T1 and T2 in EndK(V ) are
said to be similar if there is an invertible U ∈ EndK(V ) such that
T2 = UT1U

−1. Likewise two matrices A1 and A2 are similar if there
is an invertible matrix S such that A2 = SA1S

−1.
According to the following result, the rational canonical form is

a complete invariant for similarity of linear transformations. We will
see later that the rational canonical form is computable, so we can
actually check whether two transformations are similar by computa-
tions.

Proposition M.6.5. Two linear transformations T1 and T2 of a
finite dimensional vector space V are similar if, and only if, they
have the same rational canonical form.

Proof. The rational canonical form of a linear transformation T de-
termines, and is determined by, the invariant factor decomposition
of the K[x]–module corresponding to T , as is clear from the proof
of Theorem M.6.4. Moreover, two finitely generated torsion K[x]–
modules have the same invariant factor decomposition if, and only
if, they are isomorphic. So are assertion is equivalent to the state-
ment that T1 and T2 are similar if, and only if, the K[x]–modules
determined by these linear transformations are isomorphic as K[x]–
modules.

Let V1 denote V endowed with the K[x]–module structure de-
rived from T1 and let V2 denote V endowed with the K[x]–module
structure derived from T2. Suppose U : V1 −→ V2 is a K[x]–
module isomorphism; then U is a vector space isomorphism satisfying
T2(Uv) = x(Uv) = U(xv) = U(T1v). It follows that T2 = UT1U

−1.
Conversely, suppose that U is an invertible linear transformation

such that T2 = UT1U
−1. It follows that for all f(x) ∈ K[x], f(T2) =

Uf(T1)U
−1; equivalently, f(T2)Uv = Uf(T1)v for all v ∈ V But this

means that U is a K[x]–module isomorphism from V1 to V2. n
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388 M. MODULES

Rational canonical form for matrices
Let A be an n–by–n matrix over a field K. Let T be the linear

transformation of Kn determined by left multiplication by A, T (v) =
Av for v ∈ Kn. A is the matrix of T with respect to the standard
basis of Kn. A second matrix A′ is similar to A if, and only if, A′ is
the matrix of T with respect to some other ordered basis. Exactly
one such matrix is in rational canonical form, according to Theorem
M.6.4. So we have the following result:

Proposition M.6.6. Any n–by–n matrix is similar to a unique ma-
trix in rational canonical form.

Definition M.6.7. The unique matrix in rational canonical form
that is similar to a given matrix A is called the rational canonical
form of A.

The blocks of the rational canonical form of A are companion
matrices of monic polynomials a1(x), . . . , as(x) such that ai(x) di-
vides aj(x) if i ≤ j. These are called the invariant factors of A.

The rational canonical form is a complete invariant for similarity
of matrices.

Proposition M.6.8. Two n–by–n matrices are similar in Matn(K)
if, and only if, they have the same rational canonical form.

Proof. There is exactly one matrix in rational canonical form in
each similarity equivalence class, and that matrix is the rational
canonical form of every matrix in the similarity class. If two matrices
have the same rational canonical form A, then they are both similar
to A and therefore similar to each other. n

Corollary M.6.9. Suppose K ⊆ F are two fields and A, B are two
matrices in Matn(K).

(a) The rational canonical form of A in Matn(F ) is the same
as the rational canonical form of A in Matn(K).

(b) A and B are similar in Matn(F ) if, and only if, they are
similar in Matn(K).
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Proof. The similarity class (or orbit) of A in Matn(K) is contained
in the similarity orbit of A in Matn(F ), and each orbit contains
exactly one matrix in rational canonical form. Therefore, the rational
canonical form of A in Matn(F ) must coincide with the rational
canonical form in Matn(K).

If A and B are similar in Matn(K), they are clearly similar in
Matn(F ). Conversely, if they are similar in Matn(F ), then they have
the same rational canonical form in Matn(F ). By part (a), they have
the same rational canonical form in Matn(K), and therefore they are
similar in Matn(K). n

Computing the rational canonical form
We will now investigate how to actually compute the rational

canonical form. Let T be a linear transformation of an n–dimensional
vector space with basis {e1, . . . , en}. Let A = (ai,j) be the matrix of
T with respect to this basis, so Tej =

∑

i ai,jei.
Let F be the free K[x]–module with basis {f1, . . . , fn} and define

Φ : F −→ V by
∑

j hi(x)fi 7→
∑

j hi(T )ei. Then Φ is a surjective
K[x]–module homomorphism. We need to find the kernel of Φ.

The transformation T can be “lifted” to a K[x]–module homo-
morphism of F by using the matrix A. Define T : F −→ F by
requiring that Tfj =

∑

i ai,jfi. Then we have Φ(Tf) = TΦ(f) for
all f ∈ F .

I claim that the kernel of Φ is the range of x − T . This follows
from three observations:

1. range(x − T ) ⊆ ker(Φ).
2. range(x−T )+F0 = F , where F0 denotes the set of K–linear

combinations of {f1, . . . , fn}.
3. ker(Φ) ∩ F0 = {0}.

The first of these statements is clear since Φ(xf) = Φ(Tf) = TΦ(f)
for all f ∈ F . For the second statement, note that for any h(x) ∈
K[x],

h(x)fj = (h(x) − h(T ))fj + h(T )fj .

Since multiplication by x and application of T commute, there is a
polynomial g of two variables such that h(x)−h(T ) = (x−T )g(x, T ).
See Exercise M.6.1 Therefore,

(h(x) − h(T ))fj ∈ range(x − T ),

while h(T )fj ∈ F0. Finally, if
∑

i αifi ∈ ker(Φ) ∩ F0, then 0 =
Φ(

∑

i αifi) =
∑

i αiei. Hence αi = 0 for all i.
Set wj = (x − T )fj = xfj −

∑

i ai,jfi. I claim that {w1, . . . , wn}
is a basis over K[x] of range(x − T ) = ker(Φ). In fact, this set



  

“book” — 2005/3/26 — 16:06 — page 390 — #404
i

i

i

i

i

i

i

i

390 M. MODULES

clearly spans range(x−T ) over K[x] because x−T is a K[x]–module
homomorphism. We have

[w1, . . . , wn] = [f1, . . . , fn](xEn − A), (M.6.1)

and the determinant of the matrix xEn − A is a monic polynomial
of degree n in K[x], so in particular nonzero. The matrix xEn − A
is not invertible in Matn(K[x]), but it is invertible in Matn(K(x)),
matrices over the field of rational functions, and this suffices to imply
that {w1, . . . , wn} is linearly independent over K[x]. See Exercise
M.6.2.

Computing the rational canonical form of T is virtually the same
thing as computing the invariant factor decomposition of the K[x]–
module V derived from T . We now have the ingredients to do this:
we have a free module F and a K[x]–module homomorphism of F
onto V . We have a basis of ker(Φ) and the “transition matrix”
from a basis of F to the basis of ker(Φ), as displayed in Equation
(M.6.1). So to compute the invariant factor decomposition, we have
to diagonalize the matrix xEn−A ∈ Matn(K[x]) by row and column
operations. We want the diagonal entries of the resulting matrix to
be monic polynomials, but this only requires some additional row
operations of type two (multiplying a row by unit in K[x].) We can
compute invertible matrices P and Q such that

P (xEn − A)Q = D(x) = diag(1, 1, . . . , 1, a1(x), a2(x), . . . , as(x)),

where the ai(x) are monic and ai(x) divides aj(x) for i ≤ j. The
polynomials ai(x) are the invariant factors of T , so they are all we
need in order to write down the rational canonical form of T . But we
can actually compute a basis of V with respect to which the matrix
of T is in rational canonical form.

We have xEn − A = P−1D(x)Q−1, so

[w1, . . . , wn]Q−1 = [f1, . . . , fn]P−1D(x).

(Let us mention here that we compute the matrix P as a product
of elementary matrices implementing the row operations; we can
compute the inverse of each of these matrices without additional
effort, and thus we can compute P−1 without additional effort.) Set

[f1, . . . , fn]P−1 = [y1, . . . , yn−s, z1, . . . , zs].

This is a basis of F over K[x], and

[y1, . . . , yn−s, z1, . . . , zs]D(x) = [y1, . . . , yn−s, a1(x)z1, . . . , as(x)zs]

is a basis of ker(Φ). It follows that

{v1, . . . , vs} := {Φ(z1), . . . ,Φ(zs)}
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are the generators of cyclic subspaces V1, . . . , Vs of V , such that
V = V1 ⊕ · · · ⊕ Vs, and vj has period aj(x). One calculates these
vectors with the aid of T : if P−1 = (bi,j(x)), then

zj =
∑

i

bi,n−s+j(x)fi,

so

vj =
∑

i

bi,n−s+j(T )ei.

Let δj denote the degree of aj(x). Then

(v1, T v1, . . . , T
δ1−1v1; v2, T v2, . . . , T

δ2−1v2; . . . )

is a basis of V with respect to which the matrix of T is in rational
canonical form. The reader is asked to fill in some of the details of
this discussion in Exercise M.6.3.

Example M.6.10.

The characteristic polynomial and minimal polynomial
Let A ∈ Matn(K). Write x − A for xEn − A. We define the

characteristic polynomial of A by χA(x) = det(x − A). The reader
can check that χA(x) is a similarity invariant for A; that is, it is
unchanged if A is replaced by a similar matrix. Let V be an n–
dimensional vector space over K and let T ∈ EndK(V ). If A is the
matrix of T with respect to some basis of V , define χT (x) = χA(x).
It follows from the invariance of χA under similarity that χT is well–
defined (does not depend on the choice of basis) and that χT is a
similarity invariant for linear transformations. See Exercise M.6.4.
χT (x) is called the characteristic polynomial of T .

Let A be the matrix of T with respect to some basis of V . Con-
sider the diagonalization of xEn − A in Matn(K[x]),

P (xEn − A)Q = D(x) = diag(1, 1, . . . , 1, a1(x), a2(x), . . . , as(x)),

where the ai(x) are the (monic) invariant factors of T . We have

χT (x) = χA(x) = det(xEn − A) = det(P−1) det(D(x)) det(Q−1).

P−1 and Q−1 are invertible matrices in Matn(K[x]), so their deter-
minants are units in K[x], that is nonzero elements of K. Because
both χT (x) and det(D(x)) are monic polynomials, it follows that
det(P−1) det(Q−1) = 1, and χT (x) = det(D(x)) =

∏

i ai(x). We
have proved:
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Proposition M.6.11. The characteristic polynomial of T ∈
Endk(V ) is the product of the invariant factors of T . The char-
acteristic polynomial of A ∈ Matn(K) is the product of the invariant
factors of A.

The minimal polynomial µT (x) of a linear transformation T ∈
EndK(V ) is defined to be the largest of the invariant factors of
T . Thus µT (x) is the period of the K[x]–module determined by
T . Since µT (x) is the monic generator of the annihilator of the
K[x]–module V , it is characterized as the monic polynomial of least
degree in ann(V ), that is, the monic polynomial of least degree such
that µT (T ) = 0.

The minimal polynomial µA(x) of a matrix A ∈ Matn(K) is
defined to be the largest invariant factor of A. The polynomial µA(x)
is characterized as the monic polynomial of least degree such that
µA(A) = 0.

The following result is a corollary of Proposition M.6.11.

Corollary M.6.12. (Cayley-Hamilton Theorem) Let T ∈ EndK(V )

(a) The minimal polynomial of T divides the characteristic
polynomial of T

(b) The minimal polynomial of T has degree at most dim(V ).
(c) χT (T ) = 0.

Proof. This is immediate, since µT (x) is the largest invariant factor
of T , and χT (x) is the product of all of the invariant factors. n

Let us make a few more remarks about the relation between
the minimal polynomial and the characteristic polynomial. All of
the invariant factors of T divide the minimal polynomial µT (x), and
χT (x) is the product of all the invariant factors. It follows that
χT (x) and µT (x) have the same irreducible factors, but with possibly
different multiplicities. Since λ ∈ K is a root of a polynomial exactly
when x − λ is an irreducible factor, we also have that χT (x) and
µT (x) have the same roots, but with possibly different multiplicities.
Finally, the characteristic polynomial and the minimal polynomial
coincide precisely if V is a cyclic K[x]–module; i.e., the rational
canonical form of T has only one block.

Of course, statements analogous to Corollary M.6.12, and of
these remarks, hold for a matrix A ∈ Matn(K) in place of the linear
transformation T .
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The roots of the characteristic polynomial (or of the minimal
polynomial) of T ∈ EndK(V ) have an important characterization.
We say that an nonzero vector v ∈ V is an eigenvector of T with
eigenvalue 1 λ, if Tv = λv.

Proposition M.6.13. Let T ∈ EndK(V ). An element λ ∈ K is
a root of χT (x) if, and only if, T has an eigenvector in V with
eigenvalue λ.

Proof. Exercise M.6.6 n

Exercises M.6
M.6.1. Let h(x) ∈ K[x] be a polynomial of one variable. Show
that there is a polynomial g(x, y) ∈ K[x, y] such that h(x) − h(y) =
(x − y)g(x, y).

M.6.2. Set wj = (x−T )fj = xfj−
∑

i ai,jfi. Show that {w1, . . . , wn}
is linearly independent over K[x].

M.6.3. Verify the following assetions made in the text regarding
the computation of the rational canonical form of T . Suppose that
F is a free K[x] module, Φ : F −→ V is a surjective K[x]–module
homomorphism, (y1, . . . , yn−s, z1, . . . , zs) is a basis of F , and

(y1, . . . , yn−s, a1(x)z1, . . . , as(x)zs)

is a basis of ker(Φ). Set vj = Φ(zj) for 1 ≤ j ≤ s, and

Vj = K[x]vj = span({p(T )vj : p(x) ∈ K[x]}).

(a) Show that V = V1 ⊕ · · · ⊕ Vs.
(b) Let δj be the degree of aj(x). Show that (vj , T vj , . . . , T

δj−1vj)
is a basis of Vj . and that the matrix of T|Vj

with respect to

this basis is the companion matrix of aj(x).

M.6.4. Show that χA is a similarity invariant of matrices. Con-
clude that for T ∈ EndK(V ), χT is well defined, and is a similarity
invariant for linear transformations.

M.6.5. Since χA(x) is a similarity invariant, so are all of its coeffi-
cients. Show that the coefficient of xn−1 is the negative of the trace
tr(A), namely the sum of the matrix entries on the main diagonal of
A. Conclude that the trace is a similarity invariant.

1These are half-translated German words. The German Eigenvektor and

Eigenwert mean “characteristic vector” and “characteristic value.”
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M.6.6. Show that λ is a root of χT (x) if, and only if, T has an
eigenvector in V with eigenvalue λ. Show that v is an eigenvector of
T for some eigenvalue if, and only if, the one dimensional subspace
Kv ⊆ V is invariant under T .

The next four exercises give an alternative proof of the Cayley-
Hamilton theorem. Let T ∈ EndK(V ), where V is n–dimensional.
Assume that the field K contains all roots of χT (x); that is, χT (x)
factors into linear factors in K[x].

M.6.7. Let V0 ⊆ V be any invariant subspace for T . Show that
there is a linear operator T on V/V0 defined by

T (v + V0) = T (v) + V0

for all v ∈ V . Suppose that (v1, . . . , vk) is an ordered basis of V0,
and that

(vk+1 + V0, . . . , vn + V0)

is an ordered basis of V/V0. Suppose, moreover, that the matrix of
T|V0

with respect to (v1, . . . , vk) is A1 and the matrix of T with re-
spect to (vk+1+V0, . . . , vn+V0) is A2. Show that (v1, . . . , vk, vk+1, . . . , vn)
is an orderd basis of V and that the matrix of T with respect to this
basis has the form

[

A1 B
0 A2

]

,

where B is some k–by–(n − k) matrix.

M.6.8. Use the previous two exercises, and induction on n to con-
clude that V has some basis with respect to which the matrix of T
is upper triangular; that means that all the entries below the main
diagonal of the matrix are zero.

M.6.9. Suppose that A′ is the upper triangular matrix of T with
respect to some basis of V . Denote the diagonal entries of A′ by
(λ1, . . . , λn); this sequence may have repetitions. Show that χT (x) =
∏

i(x − λi).

M.6.10. Let (v1, . . . , vn) be a basis of V with respect to which the
matrix A′ of T is upper triangular, with diagonal entries (λ1, . . . , λn).
Let V0 = {0} and Vk = span({v1, . . . , vk}) for 1 ≤ k ≤ n. Show that
T − λk maps Vk into Vk−1 for all k, 1 ≤ k ≤ n. Show by induction
that (T − λk)(T − λk+1) · · · (T − λn) maps V into Vk−1 for all k,
1 ≤ k ≤ n. Note in particular that (T − λ1) · · · (T − λn) = 0. Using
the previous exercise, conclude that χT (T ) = 0, the characteristic
polynomial of T , evaluated at T , gives the zero transformation.
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Remark M.6.14. The previous four exercises show that χT (T ) = 0,
under the assumption that all roots of the characteristic polynomial
lie in K. This restriction can be removed, as follows. First, the
assertion χT (T ) = 0 for T ∈ EndK(V ) is equivalent to the assertion
that χA(A) = 0 for A ∈ Matn(K). Let K be any field, and let
A ∈ Matn(K). If F is any field with F ⊇ K then A can be considered
as an element of Matn(F ). The characteristic polynomial of A is the
same whether A is regarded as a matrix with entries in K or as
a matrix with entries in F . Moreover, χA(A) is the same matrix,
whether A is regarded as a matrix with entries in K or as a matrix
with entries in F .

As is explained in Section 8.2, there exists a field F ⊇ K such
that all roots of χA(x) lie in F . It follows that χA(A) = 0.


